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Abstract

Using the ARFIMA (autoregressive and fractionally integrated moving aver-

age) model extended with sGARCH (standard generalised autoregressive con-

ditional heteroscedasticity) and ’gjrGARCH (Glosten-Jagannathan-Runkle gen-

eralised autoregressive conditional heteroscedascity) innovations, fractional in-

tegration approach and state space model, this study has empirically examined

persistency of inflation dynamics of Ghana and South Africa, the only two coun-

tries in Sub-Saharan Africa with Inflation Targeting (IT) monetary policy. The

first part of the analysis employed monthly CPI (Consumer Price Index) in-

flation series for the period January 1971 to October 2014 obtained from the

Bank of Ghana (BoG), and for the period January 1995 to December 2014 ob-

tained from Statistics South Africa. The second part involves the estimation

of threshold effect of inflation on economic growth using annual data obtained

from the IMF (International Monetary Fund) database for the period 1981 to

2014, for both countries.

Results from the study showed that structural breaks, long memory and non-

linearities (or regime shifts) are largely responsible for inflation persistence,

hence the ever-changing nature of inflation rates of Ghana and South Africa.

ARFIMA(3,0.35,1)-‘gjrGARCH(1,1) under Generalised Error Distribution (GED)

and ARFIMA(3,0.50,1)-‘gjrGARCH(1,1) under Student-tDistribution (STD) mod-

els provided the best fit for persistence in the conditional mean (or level) of CPI

for Ghana and South Africa, respectively. The results from these models pro-

vided evidence of time-varying conditional mean and volatility in CPI inflation
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rates of both countries. The two models also revealed an asymmetric effect of

inflationary shocks, where negative shocks appear to have greater impact than

positive shocks, in terms of persistence on the conditional mean with time-

varying volatility.

This thesis proposes a model that combines fractional integration with non-

linear deterministic terms based on the Chebyshev polynomials in time for

the analysis of CPI inflation rates of Ghana and South Africa. We tested for

non-linear deterministic terms in the context of fractional integration and esti-

mated the fractional differencing parameters, d to be 1.11 and 1.32 respectively,

for the Ghanaian and the South African inflation rates, but the non-linear

trends were found to be statistically insignificant in the two series. New ev-

idence from this thesis depicts that inflation rate of Ghana is highly persistent

and non-mean reverting, with an estimated fractional differencing parameter,

d > 1.0, and will therefore require some policy action to steer inflation back to

stability. However, the South African inflation series was found to be a cyclical

process with an order of integration estimated to be d = 0.7, depicting mean

reversion, with the length of the cycles approximated to last for 80 months.

Finally, the thesis incorporated structural breaks, long memory, non-linearity,

and some explanatory variables into a state space model and estimated the

threshold effect of inflation on economic growth. The empirical results suggest

that inflation below the estimated levels of 9% and 6% for Ghana and South

Africa respectively, will be conducive for economic growth.

The policy implications of these results for both countries are as follows. First,

both series had similar properties responsible for inducing inflation persistence

such as structural breaks, non-linearities, long memory and asymmetric re-

sponse to negatives shocks - but with varied degrees of magnitude. For both
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countries, the conditional mean and unobserved components such as volatility

for both countries were found to be time-varying. This thesis, therefore, recom-

mends to the BoG and the South African Reserve Bank (SARB) - responsible

for monetary policies, and the Finance Ministers of both governments - respon-

sible for fiscal policies, to take the above-mentioned properties into account in

the formulation of their monetary policies.

Second, the thesis recommends that the BoG and the SARB consolidate the IT

policy, since keeping inflation below the targets set of 9% and 6%, respectively

for Ghana and South Africa, will boost economic growth. Third, policymakers

could also design measures (monetary and fiscal policies) such as increase in

interest rates, credit control, and reduction of unnecessary expenditure, among

others, to control inflation due to its adverse effects on market volatility. Even

though an increase in interest rates could assist in curtailing the recent and

anticipated increase in inflation rates in both countries, where targets have

been missed by Ghana and South Africa, it will also be prudent to legislate

monetary policies around demand-supply side since the problem of both coun-

tries appears to be more of a structuralist than a monetarist. It is, therefore,

recommended that both countries tighten the IT monetary policy in order to re-

duce inflation persistence. This will eventually impact on poverty and income

distribution with ramifications for economic growth and/or development.

The fourth implication of these results is that governments and central banks

should be mindful of the actions and decisions they take, in the sense that

unguarded decisions and unnecessary alarms could raise uncertainties in the

economy, which could, in turn, affect the future trajectory of inflation. Finally,

the thesis recommends that governments of both countries strengthen the pri-

vate sector, which is the engine of growth. For small and open economies such

as Ghana and South Africa, this will grow the economy through job creation
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and restore investor confidence.

Keywords: CPI inflation, Persistence, Structural breaks, Fractional integra-

tion, Long memory, ARFIMA model, sGARCH model, ’gjrGARCH model, Asym-

metry, Non-linearity, GDP per capita, Threshold effect, State space model,

GHCPI, SACPI.
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Chapter 1

Introduction and Background

1.1 Introduction

In recent years there has been an increase in both applied and theoretical re-

search in time series modelling and forecasting. The research in this area has

contributed immensely to the success of several economies in the world. One of

the economic variables that have received much attention in time series mod-

elling is inflation. This is because inflation is a major focus for economic policy

worldwide (Hendry, 2001).

Inflation is also regarded as a crucial indicator of economic growth, the cost of

living and the general well-being of a population. As a result, it has been one of

the most examined topics in macroeconomics, especially from theoretical and

empirical perspectives (Belkhouja and Mootamri, 2016). The principal aim of

monetary policy is to stabilise prices and improve economic growth. Therefore,

in order to optimise and test the efficacy of monetary policy, monetary author-

ities monitor inflation persistence or long memory (Belkhouja and Mootamri,
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2016). The propensity of inflation rates to, in some instances, revert slowly to

recover equilibrium level following a shock or, in extreme cases, be volatile and

non-mean reverting, often referred to as inflation persistence, has long been an

issue of concern for both policymakers and academics (Alagidede et al., 2014).

For policymakers, deviations of the inflation rate from a specific target, the

speed of responding to correcting measures, and the output cost of implement-

ing, say, a disinflation policy are critical; but for academics, the underlying

dynamics of inflation and how the theory fits the facts are crucial (Alagidede

et al., 2014).

Persistency of inflation dynamics has also become a major concern receiving

a lot of attention, from professionals and economists, as well as by the media

and the general public (van Ruth, 2014). For the reason being that inflation is

one of the few economic indicators which impact the whole of the economy, from

the purchasing power of households to financial markets (van Ruth, 2014). It is

also used as a significant benchmark for the state of the economy, with increas-

ing inflation construed as potentially signifying a upsurge in economic activity

(van Ruth, 2014). According to van Ruth (2014), the rate of inflation is defined

as the year-on-year growth rate of the consumer price index. This implies that

inflation does not only consider the price level itself, but also the fluctuations

within and the response to inflationary shocks.

Indeed, the importance of inflation elucidates why there is keen interest in

the dynamics of the inflation rate, i.e. the increasing or decreasing rate of

change of the price level (van Ruth, 2014). This leads to an essential concept

of inflationary pressure or shocks, which is defined casually as developments

which could bring about higher rates. In order to study inflationary pressure

or shocks, or directly predict inflation, it is first necessary to arrive at the ba-

sic understanding of inflation dynamics by considering the issue of persistence
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emanating form or induced by structural breaks, volatility and non-linearity1.

Basically, there are two approaches to consider, when modelling inflation: one

that takes a theoretical model of how inflation works, and uses this to estimate

parameters and construct forecasts (van Ruth, 2014). For example, the New

Keynesian Philips curve and monetary theories belong to this category. The

other elementary method is more empirical, assuming a rudimentary, general

mechanism of inflation drivers and using time series procedures and methods

of selecting variables to build models and construct forecasts (van Ruth, 2014).

This is thesis takes an even more rudimentary approach, applying a whole

range of time series models to the inflation series itself. An indication of how

best to predict inflation will largely depend on the performance of these differ-

ent types models.

In time series modelling, one needs to be acquainted with the properties of the

series before selecting a model. Regarding inflation, the well-known properties

that inform inflation persistence are structural breaks, long memory, volatility

and non-linearities (or regime shifts), among others. The matter relating to

time series features and inflation modelling is subject to the series from coun-

try to country. These features must be considered when selecting a time series

model for a given series in order to understand and control inflation persis-

tence2.

11Accurate characterisation of inflation dynamics is central in the choice of statistical tech-
niques required for appropriate data analysis. Statistical inference, from time series, is typ-
ically based upon the assumption of stationarity. Nelson and Plosser (1982), among others,
have demonstrated that inferences based on time series that possesses a stochastic or unit
root feature are less straight forward than in the case of stationary data. This is because there
is a high probability of making unreliable and misleading inferences when the variables are
non-stationary.

2As stated by Harvie and Pahlavani (2006, p.181) “it is essential to correctly identify struc-
tural breaks in the data for any economy: firstly, to avoid model misspecification and coefficient
bias using such data and secondly, to ensure that the test of non-stationarity of the data give
correct results”.
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A study conducted by Hansen (2001) revealed that a structural break may af-

fect some or all of the model parameters. In this situation if the selected model

is not capable of handling these features, then the prediction from such a model

may be inaccurate. With the opinion of Morana and Beltratti (2004) the choice

between structural breaks and long memory is important for a variety of finan-

cial applications, especially in the area of risk measurement, asset allocation

and option pricing.

In the existing literature, few studies, especially in Sub-Saharan Africa, have

empirically examined inflation persistence originating from structural breaks,

long memory, volatility and non-linearity in inflation series, and those that are

available are based on linear trends, intercepts or at most structural breaks

at fixed points in time. This study is an attempt to bridge this gap. This the-

sis seeks to make a contribution to the existing literature on inflation studies

by proposing a model with potential non-linear trends and structural breaks,

where the errors are assumed to be fractionally integrated, I(d) (Cuestas and

Gil-Alana, 2016). The study will also incorporate these properties into a state

space model with Kalman filter to estimate the threshold effect of inflation

on economic growth. These frameworks would be applied to two Sub-Saharan

African countries, i.e. Ghana and South Africa, which are countries with Infla-

tion Targeting (IT) policy.

1.2 Structural Breaks, Long Memory and Non-

Linearity

The issue of structural change is of substantial importance as far as analy-

sis of macroeconomic time series data such as inflation is concerned. Struc-

tural change arises in many time series data for a number of reasons, such

as economic crises, changes in institutional appointments, policy vicissitudes
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and regime shifts, among others. An accompanying problem in relation to test-

ing the null hypothesis of structural stability against an alternative of a one

or two-time structural break. Most significantly, results may be skewed and

biased towards the erroneous non-rejection of the non-stationary hypothesis

if structural change are present in the data generating process, but are not

permitted in the specification of an econometric model, (Perron, 1989, 1997;

Leybourne and Newbold, 2003). The economic implication of such a result is to

incorrectly conclude that the series under investigation has a stochastic trend

process. This therefore means that any shock, whether demand, supply, or pol-

icy induced to the variable, will effects on the variable into the very long-run. It

is, therefore, necessary to allow for structural breaks in the model specification

process in order to obtain more reliable results in the test of non-stationarity3.

Interest in inflation persistence with a long memory process can be traced to

the investigation if physical sciences data. Hurst (1951) pioneered the intro-

duction of formal models with a long memory process and were mainly associ-

ated with hydrological studies which sort to examine how to regularise the flow

of River Nile with respect to its non-periodic (flooding) cycles. This feature was

described by Mandelbrot and Wallis (1968) as the “Joseph effect” referring to

the biblical incident in which seven years of plenty were to be followed by seven
3Dating of potential break point is assumed to be known a priori conventionally. Test

statistics are then constructed by including dummy variables representing different intercepts
and slopes, thus extending the standard Dickey-Fuller process (Perron, 1989). Nevertheless,
this standard has been criticised, most notably by Christiano (1992), who has contended that
this approach nullifies the distribution theory underlying conventional testing. In response,
a number of studies have developed dissimilar methodologies for endogenising dates, for ex-
ample, Zivot and Andrews (1992); Lumsdaine and Papell (1997); Perron (1997) and Bai and
Perron (2003). These studies have demonstrated that by endogenously determining the time
of structural breaks, bias in the usual unit root tests can be reduced. A class of test statis-
tics which allows for two different forms of a structural break have been proposed by Perron
andPerron and Vogelsang (1992) and Perron (1997): namely, the Additive Outlier model, which
is more applicable to series exhibiting an abrupt change in the mean (the crash model), and
the Innovational Outlier model, which captures changes in a more gradual manner through
time.
Perron (1997, p.356), for example argues that “...if one can still can reject the unit root hy-
pothesis under such a scenario it must be the case it will be rejected under less stringent
assumption”.
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years of scarcity. In this sense, the long memory process refers to observations

in the remote past that are highly correlated with observations in the distant

future. Long memory in financial markets together with its implications was

first studied by Mandelbrot (1971), who also proposed the Hurst’s ‘rescaled

range’ statistic to detect long memory behaviour in asset return data. In addi-

tion, Mandelbrot (1971) noted that if security prices exhibit long memory which

induces persistence, then the influx of new market information cannot be ar-

bitraged away, but generally stay dependently correlated in the market. Also,

Lo (1991) contended that standard tests or models such as arbitrage pricing

theory and capital asset pricing model are not applicable or redundant if the

asset returns exhibit long memory behaviour.

The long memory also designates the high-order correlation structure of a se-

ries4. Such time series are characterised by separate, but non-periodic cyclical

patterns. Non-linear dependence in the mean (or the first moment) of the dis-

tribution, is often caused by the presence of long memory dynamics, hence a

potentially predictable component in the series dynamics. Modeling and test-

ing non-linearity in inflation series has also attracted a significant amount of

interest because non-linear models outperform their linear counterparts. In-

deed, a neglected non-linearity will mean that different theories such as Quan-

tity theory of Money will have to be re-evaluated. This means that traditional

unit root tests for stationarity would be misleading, if inflation follows a non-

linear process (Diebold and Inoue, 2001; Granger and Hyung, 2004)5.

A number of researchers have acknowledged the importance of modelling struc-
4If a series exhibits long memory, there is persistent dependence even between distant

observations.
5Non-linearity in inflation may reflect different speed of adjustment toward equilibrium or

the level designated by policymakers. This means that the speed of adjustment increases as
the deviation of the inflation rate from the equilibrium becomes greater. For countries whose
central banks tend to keep inflation within a target range, non-linearity in inflation may come
from the response of monetary policy to inflation.
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tural breaks, long memory and non-linearities using time series techniques, as

they have attempted to develop some models (Anderson and Bollerslev, 1997).

For instance, using the ARFIMA model, Gadea et al. (2004) found long memory

behaviour in inflation rates of UK (United Kingdom), Italy and Spain. After the

researchers had considered the issue of breaks in the series, the long memory

parameter was reduced, which was a clear indication that most of the inflation

series contained both features as established by other scholars such as Hyung

et al. (2006) who used wavelet transformation methods to estimate long mem-

ory in Group of Seven: UK, Japan, Germany, France, USA (United States of

America), Canada and Italy inflation rates. The investigators found that long

memory existed in Germany and Japan series and the phenomenon may just

be a consequence of structural changes. Hsu (2005) found evidence that infla-

tion is fractionally integrated, suggesting that the differencing parameter is

significantly different from zero and unity for other countries where inflation

rates had both long memory and structural changes. Unlike other researchers,

Lee (2005) used wavelet transformation method to estimate the long memory

parameter in the monthly USA inflation rate. Lee (2005) found that inflation

exhibited a degree of stochastic non-stationarity. Thus, it is essential to model

and test for the existence of long memory, non-linearity and structural breaks

in inflation series of Ghana and South Africa. This would allow us to inves-

tigate whether inflation series in Ghana and South Africa contains one, two,

three or neither of the features, as these will be useful in the identification of

proper inflation model that will produce better forecast for future planning.

1.3 Statement of the Problem

In Ghana, the real domestic product (GDP) was projected to fall from 4.0% in

2014 to 3.4% in 2015, as energy rationing, high inflation and ongoing fiscal in-

discipline continued to undermine economic activity. However, as part of the
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economic recovery program, Ghana is expected to receive large capital inflows,

a possible Eurobond issuance up to $1.5 billion (of which only $1 billion would

be issued with the World Bank guarantee to restructure its debt); and disburse-

ments from development partners (World Bank Report, 2016a).

On other hand, South African growth has been stuck in low gear with real

GDP growth estimated at 2.0% in both 2015 and 2016, due to a combination

of domestic constraints and external headwinds emanating from the fall in

commodity prices and slowdown of the Chinese economy (World Bank Report,

2016b). The inconsistent growth performance has worsened the already high

unemployment, inequality, and macro weaknesses. However, a slight recovery

is expected in 2017 with real GDP growth estimated at 2.4% as new electricity

supply comes online. Consumer prices in South Africa increased by 4.8% year-

on-year in November of 2015, up from 4.7% reported in the previous month

and matching market forecasts (World Bank Report, 2016b). Inflation rate in

South Africa averaged 9.31% from 1968 until 2015, reaching an all-time high

of 20.90% in January of 1986 and a record low of 0.20% in January of 2004

(Trading Economics Report, 2016b).

The recent fluctuations in the economy of these two IT countries imply that

inflation of Ghana and South Africa may be highly persistent. The question

is whether this persistence is due to inflation series being non-stationary, i.e.

having a unit root, or whether it is stationary but exhibits long memory. For

this reason, policymakers have been challenged to provide continuous and sus-

tained monetary and fiscal stimuli to support the respective countries’ ambi-

tious development plans. Another problem common to Ghana and South Africa

(and many other African countries) is the lack of compatibility of sustained

economic growth with price stability. The mere fact that so much theoretical

and empirical attention is paid to inflation suggests that it is considered an



Introduction and Background 9

extremely important economic problem. Needless to say, the exercise of pub-

lic policy designed to alleviate inflationary pressures requires some knowledge

about properties of the series that informs the ever-changing nature of infla-

tion persistence.

Noting the failure by economists to diagnose the root causes of inflation in

many cases, Paul Samuelson and Robert Solow commented that: “...Just as

generals are said to be fighting the wrong war, economists have been accused

of fighting the wrong inflation ...” Samuelson and Solow (1956, p.177). This

means that, neglecting the underlying properties that inform the persistency of

inflation dynamics could as well lead to losing the battle against inflation. This

thesis will hence delve deep into persistency of inflation dynamics emanating

from structural breaks, long memory, volatility (or inflation uncertainty) and

non-linearity (or regime shifts) using time series techniques in three dimen-

sions.

First, following the research conducted by Gil-Alana and Toro (2002) on es-

timation and testing of an autoregressive and fractionally integrated moving

average (ARFIMA) models in the real exchange rate, it was discovered that

an application of parametric methods such as exact maximum likelihood in

estimating ARFIMA models requires a Gaussian assumption and correct spec-

ification of the short memory parameters. Our study departs from the previous

work in several aspects including the estimation of ARFIMA model in the con-

ditional mean. A semi-parametric approach such as Local Whittle (LW) estima-

tor by Robinson (1995) and log-periodogram regression model by Geweke and

Porter-Hudak (1983) (GPH), together with a non-parametric modified rescaled

range (R/S) analysis (Hurst, 1951), shall be applied to the CPI inflation series

of Ghana and South Africa. The advantage of these methods over traditional

methods, such as exact maximum likelihood (EML) methods, is that they do
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not require the Gaussian assumption. Our study will also examine persis-

tence induced by the presence long memory process, in the conditional mean by

extending the ARFIMA model with standard generalised autoregressive con-

ditional heteroscedasticity (sGARCH) and Glosten-Jagannathan-Runkle gen-

eralised autoregressive conditional heteroscedascity (’gjrGARCH) processes to

describe the time-dependent heteroscedasticity under three distributional as-

sumptions.

Second, in the existing literature, few studies have empirically examined the

possibility of non-linearity in inflation persistence, especially in Sub-Saharan

Africa, and those that are available are classical models based on linear trends,

intercepts and/or at most structural breaks at fixed points in time. This thesis

is an attempt to bridge this gap. Moreover, to analyse the persistency of in-

flation dynamics, empirical studies have largely used the unit root testing ap-

proach in addition to the vector autoregressive (VAR) model and vector error-

correction (VECM) model. There are two underlying assumptions that char-

acterised the use of these models. Firstly, irrespective of whether inflation is

above or below its mean or level and notwithstanding of the size of the nega-

tive and positive shock that hits inflation, the speed of adjustment of inflation

towards equilibrium would remain the same throughout the sample period.

Secondly, this asserts that inflation series is normally distributed. However,

since the first conjecture uniquely differentiates inflation between unit root

and a stationary process, it inhibits a thorough investigation into inflation

dynamics. Again, in as much as inflation frequently has a non-normal dis-

tribution as a result of outliers, the standard unit root testing method might

yield biased estimates for the advantage of unit root instead of robust estima-

tion results. This research challenges these two assumptions and adopts the

framework of Cuestas and Cuestas and Gil-Alana (2016). The researcher has

sought to make a contribution to the existing literature on inflation persistence
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studies by proposing a model with potential non-linear trends and structural

breaks, where the errors are assumed to be fractionally integrated I(d). This

framework has been applied to two Sub-Saharan African countries: Ghana and

South Africa, which are countries with IT policy6.

Lastly, the thesis has addressed the issue of economic growth and inflation

by investigating the relationship between inflation and other macroeconomic

variables such as GDP by growth rate per capita, total exports of goods and ser-

vices and total imports of goods and services, total investments and growth rate

in population etc., by adopting a state space model of unobserved components

with Kalman filter. This idea contributes to knowledge by bringing to the atten-

tion, the limitation of ordinary least squares (OLS)/generalised least squares

(GLS) estimation and non-linear least squares (NLLS) techniques, among oth-

ers.

1.4 Research Questions

This study has attempted to answer the following research questions:

• Do structural break(s) exist in CPI inflation series of Ghana and South

Africa? What could be the consequence of a neglected structural break(s)

in an econometric modelling, unit root testing and fractional integration,

especially for statistical inference and forecasting?

• Does CPI inflation series of Ghana and South Africa follow a Martingale

Difference Sequence?

• What is the optimal level of inflation that is consistent with economic

growth in Ghana and South Africa?
6The proposed model with non-linear trend is based on Chebyshev polynomial in time

(Hamming, 1973; Smyth, 1998).
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1.5 Aim of the Study

The aim of this thesis is to empirically investigate persistency of inflation dy-

namics by taking cognisance of structural breaks, long memory, volatility and

non-linearity in CPI inflation series of Ghana and South Africa, in relation to

economic growth.

1.5.1 Objectives of the study

In furtherance of achieving this aim, the following specific objectives have been

pursued:

• to determine the existence or absence of structural breaks and their sig-

nificance in modelling inflation series of Ghana and South Africa;

• to analyse the long memory properties of inflation series by estimating the

fractional differencing parameter using recently developed robust tech-

niques;

• to model the persistence in the conditional mean by extending the ARFIMA

process with two different conditional heteroscedastic models: sGARCH

and ‘gjrGARCH processes to describe time-dependent heteroscedascity

under three different distributional assumptions;

• to model the CPI inflation series with non-linear deterministic trends and

the relationship between CPI inflation and economic growth with frac-

tionally integrated errors;

• to model the unobserved components and threshold effect of inflation-

growth nexus using state space model with Kalman filter.

Each analytical chapter in this thesis has explored the above objectives with a

view to providing answers to the research questions. In addition, the expecta-

tions are that answers to the objectives reflect the contribution of this study to
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current literature, both on the relationship between growth rate by GDP per

capita, imports and exports of goods and services, CPI inflation, finance and

econometrics, in general.

1.6 Scope of the Study

The discussion of structural breaks, long memory, volatility and non-linearities

in inflation series, has engaged macroeconomic researchers over a long pe-

riod (Diebold and Inoue, 2001; Granger and Hyung, 2004; Lee, 2005). Ad-

vanced models based on structural breaks, long memory and non-linearities

for time series modelling, especially for macroeconomic time series, have been

developed over the last 5-15 years by Granger and Joyeux (1980) and Hosking

(1981). However, despite the attention this topic has received, there is limited

research work based on the experiences from Africa.

The empirical analyses in this study provide an extensive examination of the

presence and features of structural breaks, long memory, volatility and non-

linearities in explaining inflation persistence in CPI inflation series of Ghana

and South Africa. As such, this thesis sits within the broader context of the em-

pirical debate concerning whether CPI inflation is stationary or follows a unit

root process. This thesis has in addition, investigated the presence or absence

of long memory and non-linearities in CPI inflation of the two IT countries un-

der study.

One of the most promising avenues of research examined in this thesis is

the estimation of fractionally integrated parameter, which is the speed of ad-

justment of the conditional mean to an equilibrium position after a shock.

This study employs a LW method developed by Robinson (1995) and log- peri-

odogram regression model by Geweke and Porter-Hudak (1983) to examine the
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presence of long memory. In the literature, semi-parametric estimators are con-

sidered to be more robust than parametric estimators such as EML by Sowell

(1992) and R/S analysis (non-parametric), because semi-parametric estimator

can detect long memory even in the presence of structural breaks. Another cru-

cial point when estimating with parametric approaches is the issue of Gaussian

assumption and correct model specification, otherwise the estimates are likely

to be inconsistent, hence the adoption of LW estimator in this research. This

thesis has also modelled the fractional integration process (or persistence) in

the conditional mean by extending the ARFIMA process with two different con-

ditional heteroscedastic models such as sGARCH and ’gjrGARCH processes to

describe time-dependent heteroscedascity under three different distributional

assumptions.

Another contribution of this thesis to the existing literature on inflation per-

sistence is the proposed model with potential non-linear trends based on the

Chebyshev polynomial in time, where the errors are assumed to be fractionally

integrated, I(d) (Cuestas and Gil-Alana, 2016). This framework is applied to

two Sub-Saharan African countries: Ghana and South Africa. The study has as

well addressed the issue of inflation-growth nexus by adopting a different ap-

proach involving a state space model of unobserved components with Kalman

filter algorithm developed by Koopman et al. (2006). This idea contributes to

knowledge by bringing to the attention the limitation of OLS and GLS estima-

tion techniques where the errors are assumed to be following a long memory

process. The researcher has been motivated to examine the persistency of infla-

tion dynamics of CPI inflation series of Ghana and South Africa on the grounds

of economic policy and statistical inference.
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1.7 Structure of the Study

This thesis is subdivided into eight chapters, with Chapter 1 providing the

background and rationale of the study. The chapter outlines the three main

properties of financial time series: structural breaks, long memory and non-

linearities, among others, which has been the subject of investigation and ba-

sis for developing new models capable of explaining persistency of inflation

dynamics. The problem statement, research questions, aim and objectives, to-

gether with the scope of the study, covering the methodologies and the justifi-

cation of the various time series techniques and research gaps, have also been

highlighted in this chapter.

Chapter 2 deals with general literature review relevant to this thesis, cov-

ering the theories on inflation modelling, inflation targeting and persistence

of inflation, structural breaks, long memory and non-linearities. Traditional

techniques used in handling such properties and their shortcomings have been

presented in this chapter. A justification regarding the choice of time series

techniques and the new models that have been employed in this thesis have

also been treated in the subsequent sections of the chapter.

Chapter 3 presents the inflation experience of Ghana and South Africa and evi-

dence of existence and non-existence of structural breaks in relation to inflation

persistence using different approaches: Dickey and Fuller (1979), Augmented

Dickey Fuller test (ADF), Phillips and Perron (1988) (PP), Zivot and Andrews

(1992), (ZA), Kwiatkowski et al. (1992), (KPSS), Bai and Perron (1998), (BP)

and fractional integration method proposed by Gil-Alana (2008). Implications

of such breaks in a model building process have also been discussed in this

chapter.

Chapter 4 addresses the issue and sources of long memory and also puts for-
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ward a justification for adopting semi-parametric estimators over the para-

metric estimators. Approaches such as R/S analysis by Hurst (1951), GPH by

Geweke and Porter-Hudak (1983), EML by Sowell (1992) and LW by Robinson

(1995) have been employed. This chapter has also been concerned with mod-

elling the fractional integration process using the ARFIMA model to describe

inflation persistence under three different distributional assumptions: Normal

Distribution (Norm), Student-t Distribution (STD) and Generalised Error Dis-

tribution (GED).

Chapter 5 models the persistence in the conditional mean of CPI inflation se-

ries of Ghana and South Africa by extending the ARFIMA process with time-

dependent heteroscedastic models - sGARCH and ’gjrGARCH under three dis-

tributional assumptions: Norm, STD and GED.

Chapter 6 proposes a new model for inflation persistence in the context of

non-linear deterministic trends with fractionally integrated errors, based on

Chebyshev polynomial using a framework developed by Cuestas and Gil-Alana

(2016). The distinction between this new model and classical models have been

covered in this chapter.

Chapter 7 explores and determines the relationship between CPI inflation rates

and economic growth by adopting a state space of unobserved components with

Kalman filter developed by Koopman et al. (2006) in the STAMP (Structural

Time Series Analyser, Modeller and Predictor) package.

Chapter 8 provides some concluding remarks regarding the empirical research

presented in the thesis. A summary of major findings, contributions of the

thesis and an outline of future research directions, are also presented in this

chapter.
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To conclude, the prime aim of monetary policy is to keep inflation low and at

stable levels as much as possible. Thus, to design an optimal monetary pol-

icy, and evaluate its efficiency, monetary authorities in developing countries

monitor inflation persistence, which reflects their ability to recover stability

after a shock to price levels (Belkhouja and Mootamri, 2016). The persistency

of inflation dynamics has been subjected to investigation in relation to the IT

policy introduced by Ghana and South Africa and its ramification on economic

growth.



Chapter 2

Literature Review

2.1 Introduction

The purpose of this chapter is to review the general literature on the con-

tentious debate on whether or not CPI inflation series follow a stationary or

a unit root process, by paying special attention to the theories behind inflation

modelling, inflation targeting and inflation persistence and related issues such

as structural breaks, long memory, volatility and non-linearities. Traditional

techniques used in handling such properties and their shortcomings have also

been presented in this chapter. A justification regarding the choice of time

series techniques, estimation methods and the new models that have been em-

ployed in this study have been reviewed in the subsequent sections.
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2.2 Theoretical Framework of Inflation Modelling

in Relation to Monetary Policies

A number of views on inflation modelling have emerged in literature, at both

empirical and theoretical levels. Among such theories are the Monetarist and

the Structuralists. The monetarist believes in policies that are aimed at re-

stricting money supply. Accordingly, the monetarist view suggests that infla-

tion is a matter of undue aggregate demand. As Milton Friedman describes

it, “Inflation is always and everywhere a monetary phenomenon” (Friedman,

1970, p.11). From the perspective of the monetarist, therefore, unchecked ex-

pansion in aggregate demand, motivated by government deficits, financed in

part by increases in money supply and directed credit allocation, is the main

perpetrator of inflation.

Studies by Lawson (1966), Ahmed (1970), Ewusi (1977), Steel (1979), Chhib-

ber and Shafik (1990), and Adu and Marbuah (2011), among others, asserted

the monetarist hypothesis for Ghana. The monetarist dispute is particularly

evident in the third phase of inflation episode in Ghana from 1972 to 1982, in

accordance with a study conducted by (Alagidede et al., 2014). Expansionary

monetary policy coupled with large external inflows exerted an upward pres-

sure on domestic prices (Chhibber and Shafik, 1990). Accordingly, the period

1973-1982, for instance, culminated the years where inflation averaged 54.5%

per annum, and in 1983, the Ghanaian economy recorded the highest ever

inflation rate of approximately 123%. They projected a way out of demand- in-

duced inflation curtesy monetarist theory (Alagidede et al., 2014).

Monetarists argue that the solutions are inherent in the causes, i.e. monetary

and fiscal restraint. Should these fail to moderate inflation, a second best so-

lution is to fasten restrictions and price controls that distort relative prices.
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Consequently, in 1983, Ghana launched the Economic Recovery Programme

(ERP) and this was followed in 1986 by the Structural Adjustment Programme

(SAP). Among other goals, these two reform packages were aimed at reversing

the decline in the Ghanaian economy by opening several sectors of the economy

that had hitherto been rigidly controlled. Among the policies is the liberalisa-

tion of interest rates, exchange rate reform, stemming the tide of monetary

growth to cure inflation, curtailing trade deficits and introducing market ad-

ministered prices in the financial sector. Following the adoption of the ERP,

average annual inflation plummeted from a high of 123% in 1983 to 39.7% in

1984 and a further 10.3% in 1985. According to (Alagidede et al., 2014), infla-

tion still remains high in spite of implemented programmes such as ERP and

SAP, suggesting the possibility of other existing factors other than extreme de-

mand pressure.

In the view of the structuralists, Sowah and Kwakye (1993) argue that supply-

side dynamics like food prices are necessary in price variations in Ghana.

Therefore a basic weakness in the domestic production and industrial base,

together with structural rigidities in the agricultural sector translate to high

food prices which is translated into the general price level. Furthermore, do-

mestic policy discrepancy and output volatility appear to be more important

in explaining both the short and long-run dynamics of inflation than monetary

factors (Sowah, 1994, 1996). Applying consistent fiscal policies, and attention

to the supply inflexibilities, argue Sowah (1994), is the key to a successful do-

mestic price stability structure. At one level, a ceasefire between the mone-

tarist and structuralists views can be sought. Though structural hold-ups may

form the root course of the inflation problem, demand-supply driven factors

cannot be left out (Alagidede et al., 2014). Next are studies on the two views

either separately or together in trying to explain price developments in Ghana.
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Thus, specific drivers of inflation such as exchange rate depreciation, wages,

and exogenous shocks in the domestic food supply, petroleum prices, and gov-

ernment fiscal policy, among others are frequently mentioned in the literature.

Dordunoo (1994) argues that the rapid exchange rate depreciation and the sub-

sequent hikes in import prices are inflationary, and (Ocran, 2007) opines that

the devaluation of the Ghana Cedi by 991% in 1983 was partly the reason for

the 123% inflation recorded that year. Adu and Marbuah (2011) present an

interesting amalgamation of the two views. In their investigation of the deter-

minants of inflation for the period 1960 to 2009 in Ghana, the authors claimed

that fiscal deficits, money supply and production constraints exert pressure on

domestic price levels. They argue that domestic production constraints are crit-

ical while monetary growth in the long-run underlie most of the inflation expe-

rience in the recent phase. Hence they conclude that, eliminating constraints

to production and controlling unrestrained monetary growth is significant to

the success of the disinflation effort in Ghana (Alagidede et al., 2014).

Up until early 1970s, South Africa experienced low levels of inflation, but the

oil price shock in 1973 led to a hike in inflation both globally and domestically,

hence inflation became a policy priority in South Africa (Moolman and du Toit,

2004). Dr De Jongh, in his tenure as a Reserve Bank Governor, instituted

a number of extra direct controls such as a ceiling on advances, deposit rate

controls, exchange controls, import deposits and some direct consumer credit

controls, in an effort to control the persistent increase in money supply and

inflationary tendency (Kock, 1998).

The monetary controls between 1960s and 1970s gave way in the 1980s, to a

general acknowledgment of the need to eliminate as many limitations as pos-

sible in a move towards market-oriented policy. The Thatcher government in

the UK and the Reagan administration in the USA in the 1980s, triggered a
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definite shift across the world in favour of market-oriented policy measures

(Moolman and du Toit, 2004).

This modification in policy tactic was further encouraged by the liberalisation

of international financial markets. South Africa followed suit by implementing

a more market-oriented approach. The development gained momentum after

the report of the De Kock Commission in 1984/1985. In line with the interna-

tional trend at the time, the Reserve Bank, under Dr De Kock, started to line

up its policies with expansions in markets, rather than to try to force markets

in a pre-determined direction. More emphasis was placed on using interest

rate adjustments rather than direct credit extension restrictions. Accordingly,

this was a very difficult decade in the history of the Reserve Bank, operating

with controlled indirect intervention in the face of prevalent international hos-

tility and growing resistance, consequently the economic and racial policies of

the government at the time (Moolman and du Toit, 2004). In the study con-

ducted by Moolman and du Toit (2004), after the first democratic election in

1994, political hindrances were dropped.

The removal of sanctions against South Africa and the scrapping of exchange

controls on foreigners, open South Africa to the world of financial market move-

ments. During the 1990s inflation rates declined steadily from 15.3% in 1991

to 5.2% in 1999. Following countries such as New Zealand, Canada, Sweden

and the UK, South Africa adopted an inflation-targeting regime in February

2000. The preliminary target for average CPIX inflation was 3% to 6% for 2002

and 2003, and between 3% and 5% for 2004 and 2005. The CPIX inflation

was fixed back slowly from levels above 8% in mid-2000 and dropped to levels

within the target range in September and October 2001 when it was 5.8% and

5.9%, respectively. Though, following the dramatic depreciation of the rand

from R8.63/USD in September 2001 to R11.61/USD in January 2002, CPIX
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intensified to levels of 12% by the end of 2002.

Notwithstanding sustained controlled monetary policy and a cumulative in-

crease in the repo rate of 400 basis points, CPIX inflation has not been within

the target range since October 2001. The Governor of the Reserve Bank and

the Minister of Finance agreed that the inflation target would not be attained

in 2002 or 2003, and subsequently amended the target for 2004 to 3%-6%. The

fiasco to meet the target has underscored South Africa’s price-vulnerability as

a small open economy and has also raised questions about the efficacy of mon-

etary policy (Moolman and du Toit, 2004).

From the synopsis given above, it appears that price increases confronted by

Ghana and South Africa - and many other countries in Sub-Saharan Africa, are

supply-side problems, mostly externally enforced. Hence, they cannot be held

liable on excessive domestic aggregate demand (McKinley, 2008). This implies

that modelling inflation series of Ghana and South Africa could be more of a

structuralist problem than monetarist.

2.3 Inflation Targeting and Inflation Persistence

The principal objective of monetary policy is to stabilise prices and recover

growth. Therefore, in order to optimise and assess the worth of monetary pol-

icy, monetary authorities keep an eagle eye on inflation persistence (Belkhouja

and Mootamri, 2016). Indeed an estimate of persistence in inflation captures

the long-run effects of shocks on the level of inflation. This means that the

measure of persistence to a large extent, indicates the likely impact of shocks

that may have come about as a result of structural breaks (demand/supply

shocks), long memory, volatility (or inflation uncertainty) and non-linearity (or

regime shifts), on the future trajectory of inflation in terms its impact on fu-
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ture inflation and also its ability to recover stability. These properties have

been subjected to investigation in relation the IT policy introduced by Ghana

and South Africa.

New Zealand in 1990 was the first country to adopt the IT policy as an offi-

cial monetary policy, and the IT policy has subsequently been implemented by

a number of countries around the world, including Ghana and South Africa

(Heintz and Ndikumana, 2011). IT encompasses a statement of an inflation

target by the central bank, where they mostly target a narrow range of infla-

tion rates. Central banks then employ monetary tools, such as M3, M2 and M1

in an effort to keep inflation within the target (Heintz and Ndikumana, 2011)7.

The IT framework emphasises an augmented responsibility and obligation of

the central bank, through the appraisal of its performance in achieving the

target and openly disclosing the reasons for any deviation (Heintz and Ndiku-

mana, 2011).

Recent studies have shown that there is no association between inflation tar-

geting and growth and its volatility. For instance, Ball and Sheridan (2003)

compared seven Organisation for Economic Co-operation and Development (OECD)

countries with adopted IT and 13 countries without IT policy, and found that

the countries with IT policy have at least the identical level of growth on an

average. Also, among developing countries, IT has helped to lessen volatility

in output growth (Nicoletta and Laxton, 2007).

The empirical evidence of regime fluctuations on inflation persistence has also

been studied by Benati (2008). He estimates a small-scale New-Keynesian

model for major industrial countries over various sub-samples by means of
7M1 denotes money supply aggregate of a country that includes physical money-both paper

and coin; M2 denotes money aggregate that includes assets that are highly liquid but are not
cash; M3 denotes aggregate money supply that includes M2 as well as large time deposits.
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Bayesian methods. His main result is that the degree of inflation persistence,

as captured by the coefficient of lagged inflation in a hybrid Phillips curve,

drops significantly towards zero once a credible new monetary regime is in

place.

For emerging market economies such as Ghana and South Africa, however,

the effects of IT are mixed. Goncalves and Salles (2008) found that developing

countries implementing IT experience a significant decline of inflation and in

growth volatility. Using a variety of tendency score matching methods, Lin and

Ye (2009) reinforced these findings. According to their results, both the level of

inflation and its volatility fall after the adoption of IT.

Recently, however, Brito (2010), and Brito and Bystedt (2010) extended this

line of research by taking account of common time effects. These authors found

that IT has no effect on the level and the variance of inflation in emerging

countries. Less supportive evidence for a reduction in inflation persistence is

provided by Cecchetti and Debelle (2006), who concluded that the major change

in the inflation process in the past two decades is a decline in the mean of in-

flation.

Levin et al. (2004) argued that the adoption of IT lowered the degree of inflation

persistence in major industrial countries. The study by O’Reilly and Whelan

(2005) found no change in inflation persistence over the sample period, while

Tillmann (2012) provided evidence in favour of a decline in persistence since

1999. Siklos (2008) employed AR(1) model and estimated the first-order au-

toregressive AR(1) process for inflation for a set of emerging market countries

and included a dummy variable indicating the adoption of IT. He found a re-

duction in inflation persistence only in a handful of emerging economies after

adopting IT.
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Filardo and Genberg (2010) studied the performance of an IT policy in Asia and

the Pacific. They also analysed the development of inflation persistence, mea-

sured as the AR(1) coefficient for inflation and in terms of an integrated moving

average representation, and found a reduction in persistence only for Korea,

New Zealand, and Australia. However, in other countries, like Thailand, the

Philippines, and Indonesia, persistence increased. Miles (2008) investigated

the relationship between inflation volatility and inflation persistence in the

Canadian pre and post inflation targeting periods, while Kontonikas (2004)

focused on UK. Indeed Kontonikas (2004) and Miles (2008) examined the im-

pact of IT on inflation uncertainty in the UK and Canada, respectively using

augmented GARCH models together with a dummy variable for the post-IT pe-

riod, incorporated in the conditional variance equation. Their results indicated

a significant negative impact of IT on inflation uncertainty in the respective

countries, which suggests that the policy has had a significant impact in de-

creasing inflation uncertainty.

Ghana joined the family of IT countries in March 2007 backed by the Bank of

Ghana Act 2002 (Act 612) Section 3 Sub-section 2, which grants the central

bank operational independence while Section 27 Sub-section 1 also dissemi-

nates the establishment of Monetary Policy Committee for the execution of

IT framework. The IT framework was based on the belief that policy is de-

signed to target inflation through an inflation forecast (Bank of Ghana, 2014).

The Bank of Ghana (BoG), has since 2002 imitated the policy of price stability,

with mostly low inflation and a fairly stable exchange rate (Sowa and Abradu-

Otoo, 2007). But Quartey (2010) noted that although the central bank has been

pursuing low inflation policies since 2002, notwithstanding, it does not follow

an explicit inflation targeting framework. However, the low inflation policy

frame- work mimics an inflation targeting regime in which a specific level of

inflation is set and targeted together with the central bank and the Ministry of
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Finance,but the target does not include the customary modelling and minimis-

ing of the loss functions as is typically done under inflation targeting regimes

(Sowa and Abradu-Otoo, 2007).

South Africa embraced the Inflation Targeting Monetary Policy Framework

(ITMPF), in February 2000, for the purposes of creating an environment favourable

to low stable inflation. There is a general compromise that low, stable inflation

should be the chief objective of monetary policy, especially since price stability

is considered by main stream economists as a necessary precondition for faster

sustainable growth. Stability is crucial for creating an environment that is

conducive for the long-term financing of government and private sector debt in-

cluding labour intensive industries such as construction and small to medium

enterprises. Nevertheless long term planning entails agents to view central

bank‘s forecast of inflation and policy stance in curtailing inflationary pressure

as being credible (Bevilaqua et al., 2008; Miles, 2008). The IT monetary policy

framework is considered by many mainstream economists as the ideal vehicle

for achieving the low, stable inflation objective.

Kaseeram (2012) attempted to debate, project and assess whether inflation

volatility and persistence for South Africa has improved since the adoption of

inflation targeting, by accounting for structural breaks in the inflation series

arising from the global fall in inflation rates via the Bai and Perron (2003),

Lumsdaine and Papell (1997), and Andrews and Ploberger (1994) multiple

structural breaks test. In his research, Kaseeram (2012) investigated whether

inflation volatility and inflation persistence have declined since the adoption

of IT in South Africa, since IT purports to anchor expectations around a target

band, using GARCH, GARCH-M and AR (2). His study found no significant

changes in inflation volatility and persistence over the pre and post IT periods.

Analogous to the methods used by Kontonikas (2004), and Miles (2008), who
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utilised GARCH and GARCH-M models together with dummy variables for

the pre and post IT periods, to study volatility changes in the monthly inflation

rates of UK and Canada respectively, and found a significant, negative im-

pact of IT on inflation uncertainty in the respective countries, which suggests

that the policy has had a significant impact in decreasing inflation uncertainty.

Gupta and Uwilingiye (2007), and Gupta et al. (2010) investigated the shift in

inflation volatility over the pre and post inflation targeting period for South

Africa. Conversely, both studies used different methods to the study conducted

by Kaseeram (2012), with the previous study using the factor VAR approach

and the latter employing the lesser known Saphe Cracking model which is ex-

tensively used in the engineering sciences.

Overall, the results obtained from the previous studies for the two countries,

might be problematic since a number of financial time series like inflation rate,

is usually fractionally integrated, hence determination and incorporation of

structural breaks in the context of fractional integration, might improve the

results. Beyond understanding the factors responsible for inflation dynamics

in the two IT countries, the thesis has gone ahead and examined the effect of

IT monetary policy across two emerging countries: Ghana and South Africa,

in dealing with persistence in the context of fractional integration, by paying

attention to structural breaks (shocks), volatility (inflation uncertainty), non-

linearities or regime shifts among others, using Gil-Alana (2008).

2.4 Unit Root Tests without Structural Breaks

2.4.1 Augmented Dickey-Fuller (1979) test

According to empirical literature, the standard and well accepted method of

detecting non-stationarity is to examine the tests for unit root using the Dickey
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and Fuller (1979) (ADF). In order to investigate the stationary properties of the

data based on the ADF test, an analysis of each variable is done using a unit

root test based on the following equation:

∆yt = µ+ βt+ αyt−1 +
k∑
i=1

ci∆yt−1 + εt (2.1)

where yt is the time series being investigated, yt−1 is the lagged level of the

series, µ is a constant, t is a time trend variable, β is the coefficient on the time

trend, ∆ represents the first difference operator, and k is the number of lags

which are added to the model to ensure white noise residuals denoted by εt.

The Akaike Information Criterion (AIC) and Schwartz Information Criterion

(SIC) are used to determine the optimal length k.

The ADF test is mainly concerned with the estimate of α in Equation (2.1) by

testing the hypothesis of H0 : α = 0 against H0 : α 6= 1. The rejection of the null

hypothesis in favour of the alternative hypothesis suggests that yt is stationary

and integrated of order zero, I(0). If the unit root for the first difference is

rejected, then the first difference is stationary and the variable is integrated of

order one. In order to ascertain the stationarity of the variables under study,

the researcher began by applying the ADF test. The null hypothesis of a unit

root is rejected if the absolute value of the test-statistic or t-statistic for α (in

absolute value) is greater than the critical value.

2.4.2 Phillips-Perron (1988) test

Since the ADF test is known to be a low power test that is biased towards non-

rejection of the unit root hypothesis, especially with short term spans of the

data, the researcher then applied a Phillips and Perron (1988) (PP) unit root
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test. The test regression for the PP test is given by:

∆yt = βDt + πyt−1 + µt (2.2)

where ∆ is the first difference operator, Dt is the time trend, β is the coeffi-

cient on the time trend, yt−1 is the lagged level of the series and µt denotes

white noise residuals. The PP test corrects for any serial correlation and het-

eroscedascity in the errors µt ∼ I(0) of the test regression by directly modifying

the test statistics tπ=0 and Tπ̂. These modified statistics, denoted by Zt and Zπ

are respectively given by:

Zt =

(
σ̂2

λ̂2

)
.tπ=0

1

2

(
λ̂2 − σ̂2

λ̂2

)
.

(
T − SE(π̂)

σ̂2

)
(2.3)

Zπ = Tπ̂ −
1

2
− T 2 − SE(π̂)

σ̂2

(
λ̂2 − σ̂2

)
(2.4)

The terms σ̂2 and λ̂2 are consistent estimates of the variance parameters:

σ2 = limT→∞
∑T

t=1 E[µ2
t ] and λ2 = limT→∞

∑T
t=1 E[T−1S2

T ] = LRV with ST =∑T
t=1 µt.

The sample variance of the least squares residual µ̂t is a consistent estimate of

σ2 and the Newey-West long-run variance estimate of µt using µ̂t is a consistent

estimate of λ2. Under the null hypothesis that π = 0, the PP, Zt and Zπ statistics

have the same asymptotic distribution as the ADF t-statistics and normalised

bias statistics. A point worthy of note is the fact that ADF and PP tests are

asymptotically equivalent, but may differ substantially in finite samples due

to the different ways in which they correct the serial correlation in the test

regression.
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2.4.3 Kwiatkowski-Phillips-Schmidt-Shin (1992) test

The KPSS test proposed by Kwiatkowski et al. (1992) is a Lagrange multiplier

(LM) used to test the null hypothesis that a given observable series is level

stationary or stationary around a deterministic trend8. This test takes the null

hypothesis as a stationary process against the alternative hypothesis of unit

root process (Pfaff, 2008), and it is given by:

yt = Dt+ rt + εt (2.5)

where rt is a random walk, i.e. rt = rt−1 + µt, and the error term µt is assumed

to be independent and identically distributed (i.i.d.): (0, σµ2); with Dt and εt

denoting the deterministic trend and a stationary error, respectively. The test

statistic is constructed as either the series yt is regressed on only a constant

term (level) and/or a constant with a deterministic trend (level and trend) de-

pending on whether one wants to test level or trend stationarity. Let the partial

sum series of the residuals εt from the regression model be:

St =
t∑
i=1

ε̂t, t = 1, 2, 3, ..., T (2.6)

Then the KPSS test statistic for the null hypothesis of stationarity is given by:

LM =

∑t
i=1 S

2
t

T 2σ̂2
ε

(2.7)

where σ̂2
ε is an estimate of the error variance of ε2 from the regression model.

The optimal weighting function which corresponds to the Bartlett window w(s, l) =

1−s
l+1

is used as suggested by KPSS to estimate the long-run variance σ̂2
ε , defined

by:

σ̂2
ε = s2(l) = T−1

T∑
t=1

ε̂2
t + 2T − 1

l∑
s=1

1− s

l + 1

T∑
t=s+1

ε̂tε̂t−1 (2.8)

8Considering a given series, yt, the KPSS tests the null hypothesis of stationarity, H0 : yt =
I(0) against an alternative hypothesis of unit root given by H1 : yt = I(1).
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where l is the lag truncation parameter. In this study l = 4[ n
100

]0.25. The approx-

imate upper tail critical values of the asymptotic distribution of KPSS test are

taken from KPSS. Engle (2000) cautions about the use of the KPSS test because

of its lack of power. Caner and Killian (2001) indicated that the KPSS test

shows size distortions when the stochastic process is close to non-stationarity.

Chen (2002) also examined the behaviour of the KPSS test in the presence

of structural breaks and found that the test has the power to reject the null

hypothesis of stationarity of the series in the presence of breaks. In another

empirical study, Otero and Smith (2005) investigated the effect of the KPSS

test in the presence of an outlier. They found that the power of the KPSS test

to reject the null hypothesis of stationarity falls when the series has unit root

with outliers. To avoid false conclusions, the Zivot and Andrews (1992) and Bai

and Perron (1998) tests which are capable of handling data with breaks among

others, can be employed.

2.5 Unit Root Tests with one Structural Break

2.5.1 Zivot and Andrews (1992) test

Zivot and Andrews (1992) (ZA) suggested that the break point in the series

should not be determined on the basis of prior observations of the data. Based

on the idea of Perron (1989) an alternative unit root test, simply ZA test, was

proposed. The ZA test allows for one estimated break in the trend function

under the alternative hypothesis. The null hypothesis of unit root of the ZA

test is given by:

H0 : yt = µ+ yt−1 + εt (2.9)

where yt is the time series being tested; µ is the mean or the constant and

εt is white noise. Under the alternative hypothesis of trend stationarity with

one-time break occurring at an unknown point in time, the test considers three
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different models defined as follows: H1 :

Model A : yt = µ+ αyt−1 + βt+ γDU t +
k∑
i=1

ci∆yt−1 + εt (2.10)

Model B : yt = µ+ αyt−1 + βt+ θDT t +
k∑
i=1

ci∆yt−1 + εt (2.11)

Model C : yt = µ+ αyt−1 + βt+ γDU t + θDT t +
k∑
i=1

ci∆yt−1 + εt (2.12)

where yt is the time series being tested, µ is the mean or the constant, t is

the time trend variable, ∆ denotes the first difference operator, k is the num-

ber of lags which are added to the model to ensure that the residuals εt are

white noise, DU t represents an indicator dummy variable for the mean shift

occurring at the break date TB, and DT t is an indicator dummy variable corre-

sponding to the trend shift. The functions DU t and DT t are respectively given

by:

DU t =

1, if t > TB,

0, otherwise.

and

DT t =

1− TB, if t > TB,

0, otherwise.

The error term εt is assumed to be serially uncorrelated. If the error term is

autocorrelated, enough lagged difference terms are to be included, so that the

error is serially independent. Model A defined by Equation (2.10) allows for a

one-time change in the intercept (level). Model B defined by Equation (2.11),

allows for a one-time change in the trend and Model C defined by Equation
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(2.12), allows for a one-time change in both the intercept (level) and the trend.

With ZA test, the break points are endogenously determined within each of the

models. The test considers all points as potential candidates for a breaking

point, but the final break point suggested by each model is selected recursively

by choosing the value of TB with the minimum absolute value of the one-sided

t-statistic for α.

2.6 Unit Root Tests with Multiple Structural Breaks

2.6.1 Bai and Perron (1998) test

Macroeconomic time series data such as inflation rates could be subject to more

than one structural break. For this reason, the Bai and Perron (1998) (BP) test

provides an option for testing for multiple structural breaks together with a

comprehensive analysis which precludes the presence of trending regressors.

In this context the CPI inflation data set fits very well since it exhibits no trend-

ing behaviour. Following the extensive work by Andrews (1993), Andrews and

Ploberger (1994), Kuan and Hornik (1995), Ben and Jouini (2003), Ben et al.

(2004), and Jouini and Boutahar (2005), the model and the test statistics of the

BP technique are briefly discussed next.

Consider the following structural break model where all the coefficients are

subject to change:

yt = z′tδj + µt, t = Tj−1 + 1, ..., Tj (2.13)

for j = 1, . . . ,m + 1, where T0 = 0, Tm+1 = T , yt is the observed dependent

variable, z ∈ Rq is a vector of covariates, δj is the corresponding vector of co-

efficients with δj 6= δj+1, (1 ≤ j ≤ m), µt is the disturbance and the parameter

m denotes the number of changes or breaks (Ben and Jouini, 2003). The break
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dates (T1, ..., Tm) are explicitly treated as unknowns.

The estimation method considered is based on the least-squares principle pro-

posed by Bai and Perron (1998). For each m-partition (T1, ..., Tm) denoted by Tj,

the associated least-squares estimate of δj is obtained by minimising the the

sum of squares residuals:

m+1∑
i=1

×
Tj∑

t=Ti−1+1

(yt − z′tδi)2

under the constraint that δi 6= δi+1 for (1 ≤ i ≤ m).

We define λj =
Tj
T

with 0 ≤ λ1 ≤, ...,≤ λm ≤ 1. According to Ben and Jouini

(2003), BP imposes some constraints on the possible values of the break dates.

They define break dates as a set for some arbitrary small positive number ε :

Λε = (λ1, ..., λm); |λi+1 − λi| ≥ 1− ε, in order to restrict each break date to be

asymptotically distinct and bounded from the boundaries of the sample, as

there are enough observations to identify all subsample parameters:

δ = (δ′1, δ
′
2, ..., δ

′
m+1)′ (2.14)

Let δ̂(Tj) denote the ensuing estimate. Substituting δ̂(Tj) in the objective func-

tion in Equation (2.14), and denoting the resulting sum of squared residuals as

ST (T1, ..., Tm), the estimated break dates (T̂1, ..., T̂m) are such that:

(T̂1, ..., T̂m) = arg min
T1,...,Tm

ST (T1, ..., Tm) (2.15)

where the minimisation of the objective function in Equation (2.16) is taken

over all partitions (T̂1, ..., T̂m)9. The break date point estimators are the global
9[εT ] denotes the minimal number of observations in each segment. According to Bai and

Perron (2003), if the tests are not required and the estimation is the sole concern, then the
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minimisers of the objective function. Finally, the regression parameter esti-

mates are the associated least-squares estimates at the estimated m-partition

Tj, i.e. δ̂ = δ̂(T̂j). For the empirical illustration, the researcher uses the effi-

cient algorithm developed by Bai and Perron (2003) based on the principle of

dynamic programming, which allows global minimisers to be obtained using a

number of residuals that is of order O(T 2) for any m ≥ 2 (Ben and Jouini, 2003).

BP considered a test of the null hypothesis of l structural breaks against the

alternative that an additional break exists. The test would be based on the dif-

ference between the sum of squared residuals obtained with l breaks and that

obtained with l+1 breaks. The limiting distribution of this test statistic is, how-

ever, difficult to obtain hence we then pursue a different strategy. For a model

with l breaks, the estimated break dates, denoted by T1, ..., Tl are obtained by

a global minimisation of the sum of squared residuals. The adopted strategy

proceeds by testing each l+ 1 segment (obtained using the estimated partition)

T1, ..., Tl for the presence of an additional break (Ben and Jouini, 2003). The

test amounts to the application of l + 1 tests of the null hypothesis of a single

break. It is applied to each segment Ti−1 + 1, for i = 1, ..., l + 1 with T0 = 0 and

Tl+1 = T . The estimates Ti need to be obtained by a global minimisation of the

sum of squared residuals, and all that is required is that the break fraction

λi = T i
T

converge to the true values at a rate T .

We conclude for a rejection in favour of a model with l + 1 breaks if the sum of

squared residuals obtained from the estimated model with l changes is suffi-

ciently larger than the overall minimal value of the sum of squared residuals

(over all segments where an additional change is included), and the break point

thus selected is the one associated with this overall minimum10. More precisely,

minimal number of observations in each segment can be set to any value greater than the
trimming parameter, q.

10We can also use the sequential one-at-a-time estimates, which imply breaks fractions that
converge at the rate T (Bai, 1997).
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the test is defined by:

supFT (l +
1

l
) =

[
ST (T̂1, ..., T̂l)− min

1≤t≤l+1τΛiη

inf ST (
T̂i, ..., T̂I−1, τ̂ , T̂1, T̂l

σ̂2

)

]
(2.16)

where Λiη = τ, T̂i−1 + (T̂i − T̂i−1)η ≤ τ ≤ T̂i − T̂i−1η ST (T̂i, ..., T̂i−1, η, T̂i, ..., T̂l) is the

sum of squared residuals resulting from the least-squares estimation of each

m-partition T1, ..., Tm, and σ̂2 is a consistent estimator of σ2 under the null

hypothesis. Asymptotic critical values were provided by BP for a trimming

ε = 0.05(m = 9) for 1 ≤ q ≤ 10, and Bai and Perron (2003) presented additional

critical values for ε = 0.10(m = 8), ε = 0.15(m = 5) , ε = 0.20(m = 3) and

ε = 0.25(m = 2)11.

To select the number of breaks and their locations, BP proposed a method based

on the sequential application of the supFT (l + 1) test using the sequential es-

timation of breaks. The procedure to estimate the number of breaks is the

following. Begin by estimating a model with a small number of breaks that

are thought to be necessary (or with no break). Then execute a parameter-

constancy test for every subsample (those obtained by cutting off at the esti-

mated breaks), adding a break to a subsample associated with a rejection using

the test supFT (l + 1). The process is repeated by increasing l sequentially un-

til the test fails to reject the null hypothesis of no additional structural break.

The final number of breaks is thus equal to the number of rejections obtained

with the parameter-constancy test plus the number of breaks used in the ini-

tial round. Bai and Perron (2003) and Jouini and Boutahar (2005) are among

the few scholars who have used this method of estimating multiple breaks. A

distinct advantage of this procedure is that, compared to information criterion,

it can directly take into consideration the effect of possible serial correlation

in the errors and heterogeneous variances across segments (Ben and Jouini,

2003).
11Note that m is the maximum possible number of breaks (Ben and Jouini, 2003).
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2.7 Fractional Integration Method by Gil-Alana

(2008)

As mentioned earlier, one of the drawbacks of the standard unit root methods

is that they have very low power if the true data generating process is fraction-

ally integrated. Thus, in this research we also examine the presence of unit

roots in the Ghanaian and South African CPI inflation series, using a frac-

tional integration framework developed by Gil-Alana (2008), and estimate the

differencing parameter in the following set-up:

yt = α + βt+ xt, (1− L)dxt = µt, t = 1, 2, ..., (2.17)

From Equation (2.18), the researcher assumes that the error term µt is white

noise and that it is autocorrelated. In the latter case, we assume that µt

follows the exponential spectral model of Bloomfield (1973). This is a non-

parametric approach that produces autocorrelations decaying exponentially as

in the AR(MA) case. Its main advantage is that it mimics the behaviour of

ARMA structures with a small number of parameters (Gil-Alana, 2004). Fi-

nally, noting that several authors argue that fractional integration may be an

artificial artefact generated by the presence of breaks in the data, for example:

Bai and Perron (2003), and Lumsdaine and Papell (1997), the framework of

Gil-Alana (2008) is applied for testing for fractional integration in the context

of unknown breaks.

2.8 Long Memory in Time Series

Long memory describes the correlation structure of a series at long lags. In the

time domain, it is characterised by a hyperbolically decaying autocovariance

function. This slow decay of the autocorrelation function is considered to be
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the defining feature typical of a long memory process (Lo, 1991; Campbell et al.,

1997). A stationary stochastic process yt is called a long memory process if its

autocovariance function ρτ is such that the autocorrelations are positive and

decay monotonically and hyperbolically to zero. The asymptotic property can

be expressed as:

ρt ≈ |τ |2d−1 as |τ | → ∞ (2.18)

when d ∈ (0, 0.5), the series is stationary and said to have long memory, while if

d > 0.5, the series is non-stationary and hence unpredictable. For d ∈ (−0.5, 0],

the series is described as having short memory, which is a measure of the de-

cline of statistical significance between distant observations12.

Mcleod and Hipel (1978, p.492) have recommended that ”it is often assumed

that recent values of the series possess more information with regard to present

and future values than the values in the distant past”. They define the station-

ary process as having a long memory if its absolute autocorrelation function

has an infinite sum. Consequently, the autocorrelation function ρj at lag j is

defined according to:

lim
n→∞

n∑
i=−n

|ρj| =∞ (2.19)

where n is equal to the number of observations. This definition is in line with

processes that do not have unit root, but whose autocorrelation function does

not decay too fast. Brockwell and Davis (1995) strengthened this definition of

long memory to ρi ∼ c|i|2d−1 as n→∞; c 6= 0; 0 < d < 1
2

where ∼ means that the

ratio on the RHS and LHS converges to unity as i→∞. Hence:

lim
n→∞

n∑
i=−n

|ρj| = ±∞ (2.20)

12Long memory is also defined in terms of the Hurst, H exponent, which is simply related
to d: i.e. H = d− 0.5 (see details in Chapter 4); Note that short memory is precisely the case of
d = 0.
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Beran (1994) also provided another definition based on the time domain, which

involves the spectral density function. It states that, if an autocorrelation of a

stationary time series is bounded geometrically, it has a short memory process:

|ρk| < cr−k, (k = 0, 1, 2, ..., ) (2.21)

for which c > 0 and 0 < r < 1. A time series has long memory if a spectral

density function is unbounded at low frequencies. As Beran (1994, p.7) has

pointed out, ”a stationary process with slowly decaying correlations is called a

stationary process with long memory in contrast to a process with summable

correlations which are also called processes with short memory”. This implies

that the process has a long memory, since the dependence between observa-

tions that are distant diminishes very slowly.

In literature, two classes of long memory stand out: continuous time process,

such as the fractional Gaussian noise of Mandelbrot and Ness (1968), and dis-

crete time series process, such as the autoregressive and fractionally integrated

moving average (ARFIMA) of Granger and Joyeux (1980) and Hosking (1981).

2.8.1 Fractional Gaussian noise

The fractional Gaussian noise (FGN) process, first introduced by Mandelbrot

and Ness (1968), is grounded on the Hurst phenomenon, which describes long

memory between observations in time series of natural systems (Hurst, 1951).

Mandelbrot and Wallis (1969a,b,c) also developed the concept of fractional Brow-

nian motion (FBM) as a model of long memory. Standard Brownian motion

(SBM) is a continuous time stochastic process, B(t), composed of independent

Gaussian increments (Baillie et al., 1996). FBM BH(t), can be derived from
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SBM B(t), using the following equation:

BHt =
1

Γ(H + 0.5)

∫ t

−∞
(t− s)H−0.5dB(s) (2.22)

where Γ(.) denotes the gamma function and H is the Hurst exponent. When

H = 0.5, FBM BH(t) reduces to white noise, i.e. SBM, B(t). Nevertheless,

relaxing the restriction of H = 0.5 necessary for SBM and allowing any 0 < H <

1, the FGN process is defined as the increment of FBM, BH(t) at an integer t.

The FGN process is expressed as:

∆BH(t) = (BH(t)−BH(t− 1)) (2.23)

=
1

Γ(H + 0.5)

[∫ t

−∞
(t− s)H−0.5dB(s)−

∫ t−1

−∞
(t− 1− s)H−0.5dB(s)

]

The autocorrelation function of the FGN process is given by13:

ρk =
1

2

[
|k + 1|2H − 2|k|2H + |k − 1|2H

]
≈ H(2H − 1)|k|2(H−1) (2.24)

2.8.2 The ARFIMA model

Even though the FGN process allows for modelling long memory processes us-

ing the Hurst exponent H, it does not discriminate between short and long

memory processes. Lo and MacKinlay (1988, 1990) have established that time

series display substantial short memory. Derived from the standard autore-

gressive moving average (ARMA) class of short memory models, the ARFIMA

(autoregressive and fractionally integrated moving average) process of Granger

and Joyeux (1980) and Hosking (1981) provides an alternative approach to

modelling long memory process because it usually permits short and long mem-

ory to be modelled disjointedly. This gives the model a distinct advantage over

the FGN process which only reflects the long memory process in the financial
13See Mandelbrot and Ness (1968) for proof.
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time series. The ARFIMA model of order (p,d,q), denoted by ARFIMA(p,d,q),

with mean µ, is expressed as follows:

φ(L)(1− L)d(yt − µ) = θ(L)εt, εt ∼ iid(0, σ2) (2.25)

where L is the lag or the backshift operator, φ(L) = 1 − φ1(L) − ... − φp(L
p),

θ(L) = 1 + θ1(L) + ...+ θq(L
q) and (1− d)d is the fractional differencing operator

defined by:

(1− L)d =
∞∑
k=0

Γ(k − d)Lk

Γ(−d)Γ(d+ 1)
(2.26)

(1− L)d =

(
∞∑
k=0

(−L)k

)
(2.27)

= 1− dL− 1

2
d(1− d)L2 − 1

6
d(1− d)(2− d)L3 − ....

with Γ(.) denoting the gamma function. The parameter d is allowed to assume

any real value. The arbitrary restriction of d to integer values gives rise to

the standard autoregressive integrated moving average (ARIMA) model. The

stochastic process yt is both stationary and invertible if all roots of φ(L) and

θ(L) lie outside the unit circle and |d| < 0.5. The process is non-stationary for

d ≥ 0.5, as it possess infinite variance (Granger and Joyeux, 1980). Assuming

that d ∈ [0, 0.5) and d 6= 0, Hosking (1981) showed that the correlation func-

tion, ρ(.), of an ARFIMA process is proportional to k2d−1 as k →∞. As a result,

the autocorrelation of an ARFIMA process decays hyperbolically to 0 as k →∞,

which is dissimilar to the faster geometric decay of a stationary ARMA process.

Subsequent to Hosking (1981), a fractional difference time series shows dif-

ferent characteristics depending on the fractionally differenced or integrated

parameter d. For instance, the fractional difference time series is stationary

and invertible when d ∈ (−0.5, 0.5). If d = 0, then the series is a short memory,
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and d = 1 means that the series follows a unit root process. If d = 0.5, the se-

ries is invertible and non-stationary. If d = −0.5, then the series is stationary

but not invertible. If d ∈ (0, 0.5), then the series exhibits positive dependence

between observations widely separated in time, suggesting long memory, and

if d ∈ (0.5, 1), then the process is mean reverting, even though it is not covari-

ance stationary, as long as there is no long-run impact of innovation on future

values of the process. If d ∈ (−0.5, 0), then the series has a negative correlation,

referred to as anti-persistence and its spectral density function is given by:

fX(w) = fU(w)[2sin(
w

2
)]−2d, for 0 < w < π (2.28)

where fX(.) is the spectral density function of the ARMA(p,q) process. One

observes that fw ≈ w−2d when w → 0.

2.9 Sources of Long Memory

There are a number of debatable issues regarding the source of long mem-

ory property of financial data. In particular, two common explanations for the

presence of long memory in time series are contemporaneous and temporal

aggregations in the volatility of financial time series returns (Balcilar, 2004;

Lamoreaux and Lastrapes, 1990; Granger, 1980).

2.9.1 Contemporaneous aggregation

It is believed that long memory in financial time series could arise from con-

current aggregation (Granger, 1980; Barnes, 1998; Balcilar, 2004). Indeed,

the construction of a financial time series sums up different persistence levels

of specific economic variables, which would generate the long memory prop-

erty in volatility. The theoretical dispute for aggregation biases resulting from

concurrent aggregation was first proposed by Robinson (1978) and Granger
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(1980). It has been recommended that ”starting with individual independent

first order AR(1) processes with random autoregressive coefficients, the aggre-

gate series can exhibit long memory for certain specifications of the distribution

function form which these coefficients are drawn” (?, p.265). This theoretical

result shows that the sum of short memory processes produces a long memory

process, which can in turn be characterised as an ARFIMA process (Granger,

1980). This discovery implies that aggregation of independent weakly depen-

dent series can produce a strong dependent series.

2.9.2 Temporal aggregation

Following the suggestion by Lamoreaux and Lastrapes (1990), it is obvious

that long memory may also be identified, thanks to the presence of structural

breaks in the volatility of time series14. Modelling long memory time series has

constituted a major research topic in the econometrics literature for a number

of years. One of the most standard approaches for modelling the long mem-

ory properties of time series involves the use of the various ARFIMA mod-

els. Meanwhile, some econometric modelling have focused on the properties of

stochastic processes with unit roots, which can be well-thought-out as a specific

form of long memory. Perron (1997) has claimed that it is not easy to differen-

tiate between unit root processes and long memory properties in the economic

time series. In particular, structural breaks may give rise to persistence that is

equivalent to a unit process (Banerjee and Urga, 2005). In financial economics,

structural breaks may well be linked to certain economic variables that corre-

spond to some specific monetary policy and market uncertainty levels, as laid

out by various pieces of market news (Lui, 2000).
14Lamoreaux and Lastrapes (1990) demonstrated that if exogenous deterministic structural

breaks are prevalent and ignored in estimating the GARCH (generalised autoregressive and
conditional heteroscedascity) process, it could give rise to persistence corresponding to the
IGARCH (integrated generalised autoregressive and conditional heteroscedascity) process.
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Both long memory and structural breaks have been well-thought-out as inde-

pendent phenomena in aforementioned literature. Diebold and Inoue (2001)

indicated that structural breaks are easily confused with the long memory

property in time series. Again, using Markov-switching model proposed by

Hamilton (1989) and the stochastic permanent break model proposed by En-

gle and Smith (1999), Diebold and Inoue (2001) generated simulation data and

estimated the long memory parameter using the GPH estimation technique.

They found that the value of the parameter, d ranged between 0 and 1, signify-

ing the existence of a long memory process in the data. Thus, structural breaks

can be regarded as a source of long memory properties in a time series.

Some authors have also suggested that structural breaks generate slowly de-

caying autocorrelation and fractional differencing I(d) processes. For example,

Granger and Terasvirta (1999) have demonstrated that the value of the long

memory parameter depends on the number of structural breaks and where

they occur in a data. Cioczek-Georges and Mandelbrot (1995), Taqqu et al.

(1997), Chambers (1998), Parke (1999), and Zaffaroni (2004). In their research,

have also demonstrated the role of heterogeneous aggregation in the produc-

tion of long memory.

In summary, there is little compromise in distinguishing between long memory

and structural breaks. Even though some structural models and techniques

are advanced, the debate cannot be resolved empirically because it is unclear

whether long memory and structural breaks are part of the same issue or part

of different issues in the series. In fact, it is often envisaged that they are

identical phenomena in financial economics, but the two different terms, long

memory and structural breaks, persist. Hence, it is important to establish a

theory to explain why long memory and structural breaks have a relationship

to each other in the volatility of inflation series.
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2.10 Outline of Long Memory Models

This section outlines long memory models in financial time series, divided into

four different methods of analysis. Section 2.10.1 introduces R/S analysis and

discusses the empirical literature dealing with the Hurst exponent H. Sec-

tion 2.10.2 presents modified R/S analysis and Section 2.10.3 presenting some

empirical evidence of the Hurst exponent.

2.10.1 Rescaled range (R/S) analysis

R/S analysis was first developed by Hurst (1951), and was later re-defined by

Mandelbrot and Wallis (1969a,b,c) and modified by Lo (1991). R/S analysis is

constructed on the range of partial sums of deviations of a time series from its

mean rescaled by its standard deviation. Following Hurst (1951), given a sam-

ple series {y1, y2, y3, ..., yN} of length T , the range of the cumulative deviations

from sample mean or range RN can be calculated as:

RN = Max[Xk,N ]−Min[Xt,N ] (2.29)

Xt,N =
N∑
t=1

(yt − ȳN) (2.30)

for t ∈ [1, N ], where Xt,N is the cumulative deviation from the mean and ȳN

is the sample mean over the series of length N . The range RN will always be

non-negative, because the maximum value of series yN will always be greater

than or equal to zero, and the minimum must be less than or equal to zero.

Hurst (1951) rescaled the range RN by its standard deviation over the series of

length N , defined as follows:

(R/S)N =
RN

SN
(2.31)
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SN = { 1

N

∑
(y − ȳ)2}

1
2 (2.32)

The ratio RN is called the R/S statistic. Under the assumption of a normal

Gaussian distribution, Hurst (1951) defined the relationship between R/S statis-

tic and the series lengthN . The R/S statistic is proportional to the time interval

T with the Hurst exponent H, i.e.

(R/S)N ≈ c ∗ TH (2.33)

where c is a constant. The R/S analysis can classify a time series into ran-

dom or non-random components according to the estimated value of the Hurst

exponent H (Mandelbrot and Wallis, 1969a,b,c; Mandelbrot, 1972). In particu-

lar, H > 0.5 indicates the Hurst phenomenon corresponding to a long memory

process. Hurst (1951) observed that many natural series displayed values of

H > 0.7, suggesting that natural phenomena show persistence or long memory.

The fractional integration parameter is related to the Hurst exponent and it is

given by d = H − 0.5.

Traditional approaches are incapable of differentiating between random and

non-random behaviour. As a result, R/S analysis is superior to other tradi-

tional techniques such as autocorrelation, the variance ratio and spectral anal-

ysis models, in detecting the long memory in time series. For instance, unlike

variance ratio test, R/S analysis is robust in capturing long memory even in the

presence of non-Gaussian distributions with large skewness and kurtosis val-

ues (Mandelbrot and Wallis, 1969a,b,c). Another advantage of R/S analysis is

that it provides an avenue to test for the existence of cycles (both periodic and

non-periodic) within a data set. Such non-periodic cycles may be either a bi-

ased random walk or the result of non-linear dynamic system (Mckenzie, 2001).

The Hurst exponent of R/S analysis is generally estimated over a single period
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length following Equation (2.30). This method has been modified to accom-

modate ordinary least squares (OLS) estimation techniques for estimating the

Hurst exponent over several sub-series n (Mandelbrot and Wallis, 1969a,b,c).

The Hurst exponent coefficient may be estimated using OLS regression accord-

ing to the following form:

log(R/S)n = log(c) +H ∗ log(n) + εt (2.34)

where log(R/S)n is the logarithm of the rescaled range for a sub-series length

n, and log(n) is the logarithm of sub-series length. The Hurst exponent is es-

timated as the gradient of the equation. The OLS technique proposes that the

R/S analysis be estimated over several sub-series contained within the entire

series length. In this regard the choice of sub-series length is critical to the

determination of the Hurst exponent in the time series15.

Interpretation of the Hurst exponent

There are three viable interpretations of the Hurst exponent (Peters, 1994).

These are as follows:

• For H = 0.5, the time series are independent, random Gaussian processes

(random walk), ”it would also include non-Gaussian processes, such as

the Student-t, or Gamma” (Peters, 1994, p.62).

• For 0.5 < H < 1, the process is said to be long memory or long range

dependence. The persistence means that if the time series has been up

or down, it is likely to continue to be up or down in the future. This also

suggests that large values tend to follow large values and small values

tend to follow small values.
15There exist two different approaches for the determination of sub-series: overlapping sub-

series and continuous sub-series.
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• For 0 < H < 0.5, the process is said to be anti-persistent. This indicates

that large values and small values tend to alternate. This also implies

that whenever the time series has been up in the last period, it is more

likely to go down in the future, and vice-versa.

Weaknesses of the R/S analysis

Notwithstanding the apparent strength of R/S analysis there have been some

criticism in a number of econometric studies (Anis and Lloyd, 1976; Lo, 1991;

Peters, 1994). For instance, Peters (1994) identified the following weaknesses:

• R/S analysis needs a longer data span, because long period data provide

a more realistic opportunity for non-periodic cycles to reveal themselves.

• R/S analysis has proven not to be suitable for testing volatility, since the

value of the Hurst exponent is usually less than 0.5, indicating that the

volatility process shows anti-persistence.

• R/S analysis favours low as opposed to high frequency data because high

frequency data are known to display significant statistical correlation

with each other.

Interestingly, the most well-known shortcoming of R/S analysis is that the re-

sults of the analysis are very sensitive to the presence of short-term depen-

dence, and lack of a distribution theory with which to conduct general hypoth-

esis tests for long memory under short memory null (Lo, 1991; Jacobsen, 1996).

To account for short-term dependence, Lo (1991) sought to empirically demon-

strate the robustness against short memory of a modified R/S analysis, deriving

its limiting distribution under both long and short memory, and illustrating its

power against certain long memory alternatives in terms of Monte-Carlo sim-

ulation (Ambrose et al., 1993).
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2.10.2 Modified R/S analysis

To overcome the problem of short-term dependence, Lo (1991) proposed a mod-

ified R/S analysis, which incorporates a generalised model for short-term de-

pendence, and permits an examination of the null hypothesis of short memory

versus long memory alternative. The R/S statistic, Qn, is given by the range of

partial sums of deviations from the mean, rescaled by its standard deviation

as follows:

Qn =

[
1

(σn(q))
{ max

1≤j≤N

j∑
i=1

(yi − ȳn)2 − min
1≤j≤N

j∑
i=1

(yi − ȳn)

]
(2.35)

where

σn(q) =
1

n

n∑
i=1

(yi−ȳn)2+
2

n

q∑
i=1

wi(q){
n∑

t=i+1

(yt−ȳ)(yi−ȳn)} = σ̂2
y+2

q∑
i=2

wi(q)v̂i (2.36)

where q is the number of lag periods, and the weighted function is defined as

wi = 1− i
q

+ 1, for q < n. If the series of sample returns is subject to short-term

dependence, the variance term in the denominator includes some autocovari-

ance terms which are weighted according to their lagged values q = l. From

Equation (2.35), the choice of q = l is arbitrary, and since there are no data

driven guidance for the choice of q, we use the approach suggested by Zivot and

Wang (1994), which is defined by q = l = 4( T
100

)0.25, where T is the sample size.

At 5% significant level, the null hypothesis of no long memory can be rejected

if the statistic does not fall within the confidence interval [0.809,1.862]. The

interval for other significant levels can be verified from Lo’s Table II (Lo, 1991,

p.1288).
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2.10.3 Empirical evidence of the Hurst phenomenon

Lately, there are recently dozens of estimation methods and tests for long mem-

ory models. Perhaps one of the reasons for the wide array of tools for estima-

tion and testing is that the current consensus suggests that good estimation

techniques remain elusive, and many tests of long memory have been shown,

through finite sample experiments to perform poorly (Donald et al., 2003).

Much of this evidence has been reported in the context of comparing one or two

classes of estimators, such as R/S analysis as introduced by Hurst (1951) and

modified by R/S analysis Lo (1991) and log periodogram regression estimators

by Geweke and Porter-Hudak (1983) used in the estimation of fractional inte-

gration parameter d. Sasikumar (2011) analysed the presence of long memory

in Indian Forex market using a number of tests, including the Hurst exponent,

Hurst-Mandelbrot R/S analysis, Lo’s R/S analysis, Robinson’s semi-parametric

and Andrew-Guggenburger modified GPH estimators. The results depicted the

existence of long memory in the Indian Forex market.

The empirical evidence of the Hurst exponent in literature have been mostly

applied in stock market and exchange rates research, with little emphasis on

inflation. Recent studies have sought to examine long memory properties in

international stock markets using the R/S statistics. Huang and Yang (1995)

applied both classical R/S and Lo’s modified R/S statistics to nine Asian stock

market indices together with USA and UK indices. The results from the clas-

sical R/S statistics suggested evidence of long memory in most emerging Asian

markets. However, except for the Philippines, the evidence of long memory dis-

appeared once the effects of short-term dependence were accounted for using

Lo’s modified R/S analysis. Huang and Yang (1995) however, indicated that the

classical R/S analysis might lead to a spurious conclusion regarding evidence

of long memory in the data, because it is biased by using short data span.
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Golaknath and Reddy (2002) also employed the R/S analysis and a variance

ratio (VR) analysis to analyse the effect of long memory on the Indian foreign

exchange market. While the VR did not provide conclusive evidence of the pres-

ence of long memory, the R/S analysis indicated the presence of long memory

with noise. Soofi and Zhang (2006) used plug-in and Whittle methods based on

spectral regression analysis to test for long memory in 12 Asian currency daily

exchange rates versus USD. They found that, except for the Chinese renminbi,

the other 11 currencies displayed long memory characteristics.

In another study, Hsieh and Shyu (2009) examined the long-term dependency

behaviour of Asian foreign exchange markets by using R/S analysis. Emerg-

ing markets in Korea, Taiwan, India and Thailand exhibited evidence of long

memory in the exchange rate return series, whereas the exchange return per-

sistence was not found in the markets of Japan, Australia, Hong Kong and

Singapore. Their results suggested that the return-generating process and the

presence of long memory depend on the degree of market development. Enet

et al. (2010) examined the presence of long memory in nine selected currencies

around the world in the context of Indian Rupee using R/S analysis together

with Whittle test and Hurst exponent. They found significant presence of long

memory in appreciation or depreciation in the nine exchange rates.

From the literature review, it is evident that there is a serious dearth of re-

search in the area of testing long memory and modelling the conditional mean

in the Ghanaian and South African inflation. This present research places it-

self in that context.
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2.11 Estimation Methods for Fractionally Inte-

grated Parameter and ARFIMA Model

This section reviews two estimation methods of ARFIMA models: parametric

and semi-parametric approaches and their empirical evidence.

2.11.1 Parametric estimators

This section presents synopsis on parametric maximum likelihood estimators

(MLEs), e.g. exact time domain MLE. For instance, the time domain estimators

are based on the likelihood function of the ARFIMA(p,d,q) model with or with-

out conditioning on initial observations, and the frequency domain estimator

is based on Whittle’s approximation to the likelihood function in the frequency

domain.

Maximum likelihood in the time domain

The objective function of the exact maximum likelihood (EML), for the models

in Equations (2.25), (2.69), (2.70) and (2.72), for d ∈ (−0.5, 0.5) is given by:

LE(d, φ, θ, σ2, µ) = −1

2
ln |Ω| − 1

2
(X − µ)′Ω−1(X − µl) (2.37)

where l = (1, . . . , 1)′, X = (x1, ..., xT ), φ and θ are the parameters of φ(L) and

θ(L), µ is the mean of X, and Ω is the variance matrix of X, which is a compli-

cated function of d and the remaining parameters of the model. Sowell (1992)

derived an efficient procedure for solving this function in terms of hypergeo-

metric functions. The main shortcoming of this model is that the roots of the

autoregressive polynomial cannot be multiple. Hence, collecting the parame-

ters in the vector γ = (d, φ′, θ′, σ2)′ the EML estimator is obtained by maximis-

ing the likelihood function in Equation (2.37) with respect to γ. Sowell (1992)
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showed that the EML estimator of d is consistent and asymptotically normal,

i.e.
√
T = (d̂EML − d) −→d N(0,

σ2

6
− c)−1 (2.38)

where c = 0, when p = q = 0, and c > 0 otherwise. The variance of the EML

may be obtained as (1, 1)′th element of the inverse of the matrix:

1

4π

∫ 2π

0

∂ ln fy(λ)

∂γ
− ∂ ln fy(λ)

∂γ′
dλ (2.39)

Although the time and frequency domain (see next discussion) MLEs are asymp-

totically equivalent, their finite sample properties differ, and a small Monte

Carlo study carried out by Sowell (1992) shows that the time domain estima-

tor has better finite sample properties than the frequency domain estimator

when the mean of the process is known. However, Cheung and Diebold (1994)

showed that the finite sample efficiency of the discrete Whittle frequency do-

main MLE defined in Equation (2.39) relative to time domain EML, increases

rapidly when the mean is unknown and has to be estimated.

Maximum likelihood in the frequency domain

An alternative approximate MLE of the ARFIMA(p,d,q) model follows the con-

cept of Whittle (1951), who noted that for stationary models the covariance

matrix Ω can be diagonalised by transforming the model into the frequency do-

main. Fox and Taqqu (1986) showed that when d ∈ (−0.5.0.5) the log likelihood

(LL) can be approximated by:

LF (d, φ, θ, σ2) = −
bT

2
c∑

j=1

[
ln fy(λj) +

I(λj)

fy(λj)

]
(2.40)
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where λj = 2πj
T

are the Fourier frequencies, I(λ) = 1
2πT
|
∑T

t=1 yte
itλ|2 is the peri-

odogram of yt and fy(λ) is the spectral density of yt, and it is given by:

fy(λ) =
σ2

2π
(2 sin

λ

2
)−2d |θ(eiλ)|2

|φ(eiλ)|2
(2.41)

where bxc, denotes the largest integer not greater than x. The frequency do-

main estimator is invariant to the presence of non-zero mean, i.e. µ = 0, since

j = 0 (the zero frequency) is left out in the summation in Equation (2.40).

The approximate frequency domain maximum likelihood (FDML) estimator

is defined as the maximiser of Equation (2.40) proposed by Fox and Taqqu

(1986), who also proposed a continuously integrated version of Equation (2.41).

Dahlhaus (1989) also assumed Gaussianity and considered the exact likelihood

function in the frequency domain. The FDML estimator has the same asymp-

totic properties as the EML estimator, i.e.
√
T -consistency and asymptotic nor-

mality, when the process is Gaussian and asymptotically efficient. Giraitis and

Surgailis (1990) relaxed the Gaussianity assumption and analysed the Whittle

estimate for linear processes by showing that it is
√
T -consistent and asymptot-

ically normal but no longer efficient, while Hosoya (1997) extended the previous

analysis to a multivariate framework.

2.11.2 Semi-parametric estimators

The semi-parametric frequency domain estimators are based on the approxi-

mation of the periodogram, fy ∼ g|λ|−2d, where 0 < g <∞ as λ→ 0 to the spec-

tral density function. Two classes of semi-parametric estimators have become

very popular in empirical work, the log-periodogram regression method intro-

duced by Geweke and Porter-Hudak (1983) and the LW approach suggested

by Robinson (1995). Again, the semi-parametric estimators enjoy robustness

to short-run dynamics since they use only information from the periodogram

ordinates in the vicinity of the origin. For instance, the short-run dynamics
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of the ARFIMA model in Equation (2.25), i.e. the autoregressive and mov-

ing average polynomials, φ(L) and θ(L) respectively, do not have to be speci-

fied when a semi-parametric estimator is applied. The drawback is that only
√
m-consistency is achieved, where m = m(T ) is a user-chosen bandwidth pa-

rameter, in comparison to
√
m-consistency (and efficiency) in the parametric

case. Thus, the semi-parametric approach is less efficient than the paramet-

ric one since it requires at least m
T
→ 0. However, a problem with parametric

approaches is that they require the model to be correctly specified, or else the

estimates are liable to be inconsistent. In fact, misspecification of the short-run

components of the series may invalidate the estimation of d. Hence, adopting

semi-parametric procedures might be advantageous. Subsequent sections of

this chapter present detailed description of GPH and LW estimators together

with EML (see previous section).

Geweke and Porter-Hudak (1983) estimator

The Geweke and Porter-Hudak (1983) (GPH) estimation finds an estimate of

the long memory parameter d in the frequency domain in which the peri-

odogram is estimated first from the time series and its logarithm is subse-

quently regressed using a set of Fourier frequencies close to zero, where the

gradients of the log spectrum relative to the frequency is dependent on d. The

GPH estimation method can capture long memory processes, without any short

memory effect being evident in the time series at higher frequencies. This dis-

tribution of the estimated d is assumed to be Gaussian, hence the null hypoth-

esis of no long memory (d = 0) can be tested with t-test statistics, using the

standard deviation given by the regression.

To permit a fractionally integrated process, GPH assumed that the spectral
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density function f(ω) of the first difference yt = (1− L)εt can be stated as:

fy(ω) = |1− exp(−ω)|−2d =
[
4 sin2(

ω

2
)
]−d

fx(ω) (2.42)

where fx(ω) is the spectral density of stationary ARMA process yt. For pro-

cesses with this spectral density, GPH proposed a fractionally integrated pa-

rameter d ∈ (−0.5, 0.5). The sample size of the time series yt is T and the

spectral density function is evaluated at discrete hamonic frequencies ωj = 2πj
T

,

(j = 1, . . . , T ). Taking logarithms in Equation (2.42) gives:

log{(ωj)} = log{fx(0)} − d log{4 sin2(
ωj
2

)}+ log{fx(ωj)
fx(0)

} (2.43)

For sufficiently low frequency ordinates ωj close to zero, the last term in Equa-

tion (2.44) is considered insignificant or constant compared to other terms, and

can be treated as an error term. In practice, fy(ωj) is estimated by the peri-

odogram I(ωj) at ordinates j, so that Equation (2.43) can be rearranged as:

log{(ωj)} = log{fx(0)} − d log{4 sin2(
ωj
2

)}+ log{fx(ωj)
fx(0)

}+ log{Iy(ωj)
fy(ωj)

} (2.44)

As ωj approahes the zero frequency j ≤ n � T , the term fx(ωj)

fx(0)
also converges

to zero (Geweke and Porter-Hudak, 1983). This implies that as the sample size

grows, this term becomes negligible, with Equation (2.44) reducing to:

log{(ωj)} = log{fx(0)} − d log{4 sin2(
ωj
2

)}+ log{Iy(ωj)
fy(ωj)

} (2.45)

which can be transformed as:

Yj = A+BXj + εt (2.46)

where Yj = log{(ωj)}, A = log{fx(0)}, Xj = log{4 sin2(
ωj
2

)}, εj = log{ Iy(ωj)

fx(ωj)
},
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B = −d, j = 1, 2, 3, ..., n and n = g(T ). To estimate the parameter d from Equa-

tion (2.46) using the ordinary least squares (OLS) regression, a value of g(T ),

under certain specific conditions, is satisfied by T τ for 0 < τ < 1 (Geweke and

Porter-Hudak, 1983)16.

In practice, the fitting value of g(T ) is usually taken as g(T ) = T 0.5. GPH recom-

mended that the theoretical variance of εt in spectral regression is equal to π
6
,

which improves the efficiency of estimation. GPH also discovered that the null

hypothesis test with respect to the value of d can be based on the t-statistics

of the regression coefficient. Since GPH’s work, a number of researchers have

sought to modify the GPH estimation technique to correct its poor sample prop-

erties. As contended by Agiakloglou et al. (1993), GPH estimation has a consid-

erable finite sample bias, and is inefficient when the error term is persistent

AR or MA process. Choi and Wohar (1992) also indicated that the fractional

difference parameter d can be seriously biased under a large value of the au-

toregressive parameter. Robinson (1995) redefined a proof and limiting distri-

bution of the GPH estimation with the Gaussian estimator. The researcher

also developed a LW estimator, in which a discrete form of an approximate fre-

quency domain Gaussian likelihood can be centered around a neighbourhood of

zero frequency. The neighbourhood grows to infinity (though more slowly than

the sample size) and hence this estimator is asymptotically normal and more

efficient than previous methods.

Local Whittle (LW) estimator

Robinson (1995) proposed the Gaussian semi-parametric (GSP) estimator us-

ing the LW estimator, Lω(θ). This estimator represents approximately a maxi-
16To test for the sensitivity of the estimates, many have attempted to determine a reason-

able value of τ (Cheung and Lai, 1995; Barkoulas et al., 2000; So, 2000). If the choice of τ
is less than 0.5, the null hypothesis of short memory cannot be rejected in applications. But
Geweke and Porter-Hudak (1983) argue that the estimated results might be seriously altered
by the short-term dependence when the value of τ becomes large.
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mum likelihood estimator (MLE) in the frequency domain, since for large sam-

ple size T

I(λj) ∼ exp{f(λj)
−1} (2.47)

Given Equation (2.47), the likelihood function is:

L{I(λ1), ..., I(λj), θ} =
m∏
j=1

1

fθ(λj)
exp{− I(λj)

fθ(λj)
} (2.48)

where θ = (c, d) is the parameter vector. The likelihod function becomes:

l(θ) =
m∑
j=1

{log fθ(λj)−
I(λj)

fθ(λj)
} (2.49)

In the neighbourhood of λ ' 0 we obtain:

l(c, d) =
m∑
j=1

{− log c− 2d log(λj) +
I(λj)

cλ−2d
j

} (2.50)

∂l(c, d)

∂c
=

m∑
j=1

{1

c
− I(λj)

c2λ−2d
j

} (2.51)

yielding ĉ = m−1
∑m

j=1{
I(λj)

λ−2d
j

}. Replacing c with ĉ in Equation (2.50) gives:

l(ĉ, d) = m log ĉ− 2d
m∑
j=1

I(λj) +m2 (2.52)

yielding the minimisation with respect to d as:

arg min
d
l(ĉ, d) = log ĉ− 2d

m

m∑
j=1

log(λj) +m (2.53)
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which is equivalent to:

arg min
dGSP

[log{ 1

m

m∑
j=1

I(λj)

λ−2d
j

} − 2d

m

m∑
j=1

log(λj)] (2.54)

For m∗ = [T
2
], an approximation to the Gaussian LL is given by (Beran, 1994):

l(θ) = −2π−1

m∗∑
j=1

log fθ(λj) +
I(λj)

fθ(λj)
(2.55)

for a given spectral density fθ(λj).

Robinson (1995) demonstrated that the LW estimator is consistent for d ∈

(−0.5, 0.5)14. Nevertheless, its consistency depends on the bandwidth m, which

must satisfy 1
m+T

→ 0, as T → ∞. This estimator is attractive due its asymp-

totic properties, the mild assumptions underlying it and the likelihood inter-

pretation. Indeed, Robinson (1995) showed that
√
m( ˆdGSP − d)→ N(0, 1

4
).

Empirical evidence of a fractionally integrated process

Inflation persistence or long memory contains essential information for the for-

mulation of monetary policy. In particular, it helps in the decision making pro-

cess towards adjusting the policy instrument to achieve the anticipated target

and in general, constitutes an important element in the formulation of mon-

etary policy. Again, persistence refers to an important statistical property of

inflation, where the current value of the inflation is strongly influenced by its

history. Despite extensive study on the dynamic properties of inflation rates,

there is still no agreement about the key question of persistence in inflation.

Studies on inflation can be classified into two major groups. The first group of
14Velasco and Robinson (2000) demonstrated that the fractional differencing parameter can

be consistently estimated semi-parametrically in a non-stationary context by means of taper-
ing.
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papers tests for the existence of unit root in the inflation series but disagree-

ment still remains in these papers on the classification of inflation as station-

ary or non-stationary. Barsky (1987), MacDonald and Murphy (1989), and Ball

and Cecchetti (1990) provided evidence in support of unit root in inflation rates.

On the other hand, Rose (1988) found evidence of stationarity I(0) in inflation

rates. Brunner and Hess (1993) claimed that the inflation rate was stationary

before 1960, but has become non-stationary since that time.

In response to this debate on stationarity of inflation series the second group

of papers provided an explanation by modelling inflation rates as fractionally

integrated processes I(d) where the order of differencing d is a fractional value.

The fractionally integrated model implies that the autocorrelations of inflation

exhibit very slow hyperbolic decay. Baillie et al. (1996) used an ARFIMA model

extended with GARCH errors to test for long memory in the inflation rate of

the G7 countries, and found significant evidence. Similar evidence of strong

long memory in the inflation rate of the USA, UK, Germany, France and Italy,

was also provided by Hassler and Wolters (1994). Baum et al. (1999) found

significant evidence of long memory in the inflation rates for the industrial as

well as the developing countries. Baillie et al. (2002) also explored the long

memory property in the first and second conditional moments of inflation rates

simultaneously. Furthermore, Reisen et al. (2003) suggested that the inflation-

ary dynamics of Brazil were better modelled by a long memory process than by

a unit root mechanism.

Currently, there has been an increase in research concerning estimation of

inflation persistence or long-range dependence in South Africa. Rangasamy

(2009) employed the eminent AR(1) equation to measure inflation persistence

at an aggregate and disaggregate levels of inflation. The method is heavily de-

pendent on estimation of the AR terms where inflation is the dependent vari-
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able, set out in a regression equation, which includes a constant term. The sum

of the AR terms, ρ, where ρ(0, 1), determines the extent of persistence, so that

if ρ ≥ 1 then inflation contains unit root and is volatile; and if ρ < 1, then infla-

tion is mean reverting. His results revealed a decline in inflation persistence

after the adoption of IT policy in February 2000, with respective estimates for

before and after adoption of IT being 0.98 and 0.83.

Balcilar et al. (2016) used a fractionally integrated model in the context of

regime switching set up to investigate inflation persistence. Balcilar et al.

(2016) concluded that inflation persistence is much stronger in high inflation

episodes compared to low inflation episodes, while controlling for high infla-

tion volatile rates. Their results were similar to those of Rangasamy (2009).

Another research conducted by Burger and Marinkov (2008), sort to obtain re-

cursive estimates for inflation persistence before and after IT policy in South

Africa. They established that inflation persistence has not decreased since IT

policy (though mean reverting) but expressed concern about the SARB’s abil-

ity to decrease inflation persistence at all with the new monetary policy regime.

In Ghana, not much has been done on the estimation of inflation persistence.

However, Alagidede et al. (2014) examined the crucial issue of inflation per-

sistence in Ghana. Specifically, their study investigated the existence of per-

sistence at the aggregate, national and regional levels. The study included

investigation of persistence across 13 sectors of the economy, hence covering

both core and headline inflation persistence. Employing fractional integration

methods, the study provided some important additions to the literature. Their

results showed an empirical evidence suggesting (i) asymmetries in the degrees

of inflation persistence at both regional and sectorial areas and (ii) high po-

tential for significantly different conclusions about inflation persistence being

drawn, depending on whether month-on-month inflation or year-on-year infla-
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tion is assessed. Tweneboah et al. (2015) conducted a study on long memory

behaviour of real interest rates in Ghana using ARFIMA and fractionally inte-

grated generalised autoregressive and conditional heteroscedastic (FIGARCH)

models and found them to exhibit an indistinguishable integration property.

Given the importance of inflation persistence for evaluating optimality of mon-

etary policies, and the little consensus about the degree of inflation persistence

in the empirical literature, our study strives to provide new evidence on per-

sistency of dynamics of inflation for Ghana and South Africa. Econometric,

statistical and mathematical theories and methods have been employed in this

case.

2.12 Long Memory and Fractionally Integrated

ARMA with Conditional Heteroscedastic In-

novations

This section presents an extensive examination of modelling long memory in

the conditional mean using the ARFIMA model with the sGARCH and ‘gjr-

GARCH processes to describe persistence and time-dependent heteroscedasc-

ity under three different distributions. Subsequent to the work of Granger

(1980), Granger and Joyeux (1980), Hosking (1981), and Baillie et al. (1996),

several studies have dealt with the estimation of the ARFIMA process. For a

time-dependent conditionally heteroscedastic data, one useful extension is to

consider the ARFIMA model with GARCH-type innovations. These models can

provide a useful way of analysing the relationships between the conditional

mean and variance of a process displaying long memory and slow decay in its

level, yet with time-varying volatility. This study models the fractional inte-
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gration process or persistence of the CPI inflation series of Ghana and South

Africa using the ARFIMA-sGARCH and ARFIMA-‘gjrGARCH under three dis-

tributional assumptions.

2.12.1 Autoregressive conditional heteroscedasticity model

Numerous efforts have been made to comprehend inflation dynamics in terms

of linear models. However, linear structure models remain incapable to ex-

plain these important features of financial time series such as inflation. These

include: (1) the unconditional distribution of data exhibiting fat tails and ex-

cess kurtosis or peakedness at the mean (leptokurtosis); (2) the conditional

variance is not constant but changes over time (heteroscedasticity), and (3)

large changes in the conditional variance tend to be followed by large changes

of either sign and small changes in the conditional variance by small changes

(volatility clustering). These phenomena are renowned stylised facts evident in

most financial time series data (Mandelbrot, 1963). They are better captured

by autoregressive and conditional heteroscedascity (ARCH) class of models in-

troduced by Engle (1982).

The ARCH models are used to capture the return of an asset. Engle created the

first heteroscedastic model in 1982 to capture the movements in UK inflation

rates (Bollerslev, 1986). Owing to the characteristics of the volatility for any

financial time series, the ARCH model was built on two assumptions. The first

assumption is that high volatility appears in clusters and hence the movement

of the assets return relies on the previous values, but for the whole time series

it is uncorrelated.

Following Engle (1982), let εt be a discrete time real-valued stochastic process:

εt = ztσt (2.56)
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where zt is iid with E(zt) = 0 and var(zt) = 1 and σt is a positive time-varying

and measurable function with reference to the information set available at time

t − 1. The series εt is the deviation from the conditional mean for some other

process yt:

εt = yt − Et−1(yt) (2.57)

where Et−1(yt) is the expectation of the conditional mean on the information

set at t− 1. The conditional variance of εt, represented by σ2
t , is expressed as:

var(εt) = Et−1(ε2
t )− [Et−1(εt)

2] (2.58)

σ2
t is equal to the conditional expected value of squared εt, which is changing

over time. The conditional variance of the ARCH(q) model depends on q lags of

square errors, defined as:

σ2
t = ω +

q∑
i=1

αiε
2
t−i (2.59)

where all the coefficients would be expected to be positive: ω > 0 and α1, α2, ..., αq ≥

0. Indeed this is a sufficient, but not a necessary condition for the non-negativity

of the conditional variance. In ARCH(q), the effect of a return shock i periods

ago i ≤ q on current volatility is measured by the parameter αi. For i > j,

αi > αj. This means that the older the news, the less effect it has on current

volatility. In general, old news which arrived at the market more than i periods

ago has no effect at all on current volatility; more current information is likely

to induce ’ARCH effect phenomena’ in which volatility occurs in bursts (Engle

and Ng, 1993).

The ARCH(q) model has a number of flaws that affect its empirical application.

First, there is no clear ‘best’ method to determine the value of q, the number of

lags of the squared residuals. Second, the number of lags required to capture

all of the dependence in the conditional variance might be very large, which
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would result in a large conditional variance model that was not parsimonious.

Third, since σ2
t is the conditional variance, its value must always be positive.

Nonetheless, the more parameters there are in the conditional variance equa-

tion, the more likely it is that one or more of them will violate non-negativity

constraints.

2.12.2 The standard autoregressive conditional heteroscedas-

ticity model

The standard autoregressive conditional heteroscedasticity (sGARCH) model

(Bollerslev and Mikkelsen, 1996) may be defined as:

σ2
t = (ω +

m∑
j=1

ςjνjt) +

q∑
j=1

αjε
2
t−j +

p∑
j=1

βj=1σ
2
t−j (2.60)

where σ2
t denotes the conditional variance; ω the intercept; ε2

t the residuals

from the mean filtration process, and νj the deterministic coefficient. The

sGARCH order is defined by (q, p) (ARCH, GARCH) with possibly m external

regressors νj, which are passed pre-lagged. If variance targeting is used, then

ω is replaced by:

σ̄2(1− P̂ )−
m∑
J=1

ςj ν̄j (2.61)

where σ̄2 is the unconditional variance of ε2 which is consistently estimated by

its sample counterpart at every iteration of the solver following the mean equa-

tion filtration, and ν̄t denotes the sample mean of the jth external regressors in

the variance equation (assuming stationarity); P̂ is the persistence, defined as:

P̂ =

q∑
j=1

αj +

p∑
j=1

βj (2.62)
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One of the key features of the observed behaviour of financial data such as

inflation series which GARCH models capture, is volatility clustering, which

may be quantified in the persistence parameter P̂ . For the standard GARCH

model, this may be calculated as in Equation (2.61). Related to this measure of

persistence is the ‘half-life’ (say h2l) defined as the number of days it takes for

half of the expected reversion back towards E(σ2) to occur, and this is given by:

h2l =
− loge 2

loge P̂
(2.63)

Again, the unconditional variance σ̄2, is related to the persistence as σ̂2 = ω̂

1−P̂ ,

where ω̂ is the estimated value of the intercept from the GARCH model.

2.12.3 Glosten-Jagannathan-Runkle generalised autoregres-

sive conditionally heteroscedasticity model

The Glosten-Jagannathan-Runkle generalised autoregressive conditionally het-

eroscedasticity (’gjr-GARCH) model by Glosten et al. (1993) models positive and

negative shocks on the conditional variance asymmetrically via the use of the

indicator function I,

σ2
t = (ω +

m∑
j=1

ςjνjt) +

q∑
j=1

(αjε
2
t−j + γjIt−jε

2
t−j) +

p∑
j=1

βjσ
2
t−j (2.64)

where γj denotes the leverage term. The indicator function I takes on value 1

for ε ≤ 0 and 0 otherwise. Because of the presence of indicator function, the

persistence of the model crucially depends on the asymmetry of the conditional

distribution used. The persistence of the model P̂ is:

P̂ =

q∑
j=1

αj +

p∑
j=1

βj +

p∑
j=1

γjk (2.65)
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where k is the expected value of the standardised residuals zt below zero (ef-

fectively the probability of being below zero):

κ = E(It−jz
2
t−j) =

∫ 0

−∞
f(z, 0, 1, ..., )dz (2.66)

where f is the standardised conditional density with any additional skew and

shape parameters. In the case of symmetry distributions the value of k is sim-

ply equal to 0.5.

2.12.4 ARFIMA(p,d,q)-sGARCH(P,Q) model

The fractionally integrated ARFIMA(p,d,q)-sGARCH(P,Q) process is given by:

φ(L)(1− L)d(yt − µ− bx1t − δσt) = θ(L)εt (2.67)

εt|Ωt−1 ∼ D(0, σ2
t ) (2.68)

β(L)σ2
t = ω + α(L)ε2

t + γ′x2t (2.69)

where yt = 1004 logCPI t is the CPI inflation, x1t and x2t are vectors of prede-

termined variables, µ is the mean of the process, φ(L) = 1− φ1(L)− ...− φp(L)p,

θ(L) = 1 + θ1(L) + ...+ θq(L)q , β(L) = 1− β1(L)− ...− βP (L)P , α(L) = 1 +α1(L) +

... + αQ(L)Q and all the roots of φ(L), θ(L), β(L), and α(L) lie outside the unit

circle.

With δ = 0 and b = 0, Equations (2.67) and (2.68) describe the ARFIMA process

introduced by Granger (1980), and Granger and Joyeux (1980). With δ 6= 0, the

model is extended to allow volatility to influence mean inflation. The innova-

tions εt are assumed to follow a conditional density D, which is either Norm,

STD or GED, and the time-dependent heteroscedasticity σ2
t follows sGARCH
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model of Bollerslev and Mikkelsen (1996). Lagged inflation, which is prede-

termined, is allowed to possibly enter the conditional variance Equation (2.69)

through being included in x2t. The population features of ARFIMA process

have been broadly studied by Granger and Joyeux (1980), and Hosking (1981).

For d ∈ (−0.5, 0.5) the process yt in Equation (2.25) is covariance stationary and

moving average coefficients decay at a relatively slow hyperbolic rate compared

with the stationary and invertible ARMA process where the moving average

coefficients decline exponentially with increasing lag17.

2.12.5 ARFIMA(p,d,q)-’gjrGARCH(P,Q) model

The fractionally integrated ARFIMA(p,d,q)-‘gjrGARCH(P,Q) process is given

by:

φ(L)(1− L)d(yt − µ− bx1t − δσt) = θ(L)εt (2.70)

εt|Ωt−1 ∼ D(0, σ2
t ) (2.71)

σ2
t = (ω +

m∑
j=1

ςjνjt) +

q∑
j=1

(αjε
2
t−1 + γjIt−1ε

2
t−j) +

p∑
j=1

βjσ
2
t−j (2.72)

where yt = 1004 logCPI t is CPI inflation, x1t and x2t are vectors of predeter-

mined variables, µ is the mean of the process, φ(L) = 1 − φ1(L) − ... − φp(L)p,

θ(L) = 1 + θ1(L) + ...+ θq(L)q , β(L) = 1− β1(L)− ...− βP (L)P , α(L) = 1 +α1(L) +

... + αQ(L)Q and all the roots of φ(L), θ(L), β(L), and α(L) lie outside the unit

circle.

When δ = 0 and b = 0, Equations (2.70) and (2.71) describe the ARFIMA pro-

cess introduced by Granger (1980), and Granger and Joyeux (1980). With δ 6= 0,

the model is extended to allow volatility to influence mean inflation. The inno-

vations εt are assumed to follow a conditional density D, which is either Norm,

STD or GED and the time-dependent heteroscedasticity σ2
t follows ’gjrGARCH

17see Baillie et al. (1996) for details.
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model by Glosten et al. (1993)18.

The ’gjrGARCH presented in Equation (2.72) models the positive and the neg-

ative shocks on the conditional variance asymmetrically through the use of an

indicator function I, where γj denotes the leverage term. The indicator func-

tion I takes on value of 1 for ε ≤ 0 or 0 otherwise. Because of the presence of the

indicator function, the persistence of the model in Equation (2.74) critically de-

pends on the asymmetry of the conditional distribution used. The persistence

of the model P̂ is given by:

P̂ =

q∑
j=1

αj +

p∑
j=1

βj +

q∑
j=1

γjκ (2.73)

where κ is the expected value of the standardised residuals z(t) below zero

(effectively the probability of being below zero):

κ = E(It−jz
2
t−j) =

∫ 0

−∞
f(z, 0, 1, ..., )dz (2.74)

where f is the standardised conditional density with any additional skew and

shape parameters.

2.13 The Framework of Cuestas and Gil-Alana

(2015) based on Chebyshev Polynomial

This empirical section starts by conducting a test for potential presence of non-

linearities in the context of fractional integration in CPI inflation series of

Ghana and South Africa. In particular, the researcher assumes a non-linear

trend model based on the Chebyshev polynomials in time, where the errors are
18Details of this model is provided in Chapter 5.
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fractionally integrated, I(d). The specific model is:

yt =
m∑
i=0

θiPi,T (t) + xt, t = 1, 2, ..., (2.75)

where yt denotes the observed time series, m indicates the order of the Cheby-

shev polynomial and xt is fractionally integrated I(d), such that:

(1− L)dxt = µt, t = 1, 2, ..., (2.76)

where µt is a covariance stationary I(0) process with a spectral density function

that is positive and finite at the long-run or zero frequency. The Chebyshev

polynomials P (i, T ) in Equation (2.78) is defined by:

P0,T (t) = 1 (2.77)

Pi,T (t) =
√

2 cos
iπ(1− 0.5)

T
, t = 1, 2, ..., T, i = 1, 2, ..., (2.78)

For a detailed description of these polynomials, see Hamming (1973), and Smyth

(1998). If m = 0, the model contains an intercept; if m = 1, a linear trend is also

included; and if m > 1, the model becomes non-linear; and the higher the value

of m, the less linear the approximated deterministic model becomes (Caporale

et al., 2015). Cuestas and Gil-Alana (2016) recommended a simple method that

is basically a slight modification of Robinson (1994). They considered a set-up

in Equations (2.80) and (2.81) testing the null hypothesis:

H0 : d = d0 (2.79)

for any real value d0. Under H0:

y∗t =
m∑
i=0

θiP
?
i,T + xt = (1− L)d0yt, t = 1, 2, ..., (2.80)
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where

P ∗i,T = (1− L)d0(t) (2.81)

and given the linear structure of the relationship and the I(0) nature of the

error term xt, the coefficients in Equation (2.80) can be estimated by standard

least square methods (OLS/GLS). Cuestas and Gil-Alana (2016) proposed a

Lagrange Multiplier test of H0 in Equations (2.80) and (2.81) that is asymptot-

ically standard normal, N(0, 1).

Linear models have been adopted, in case of rejection of the non-linear hypoth-

esis. We have considered a model of the form:

yt = β0 + β1t+ xt, (1− L)dxt = µt, t = 1, 2, ..., (2.82)

where yt refers to the inflation series, β0 and β1 are the coefficients on the in-

tercept and a linear trend respectively, xt is assumed to be an I(d) process, and

µt is I(0). Given the parametric nature of this method its functional form must

be specified. We considered two cases: uncorrelated errors (white noise) and

autocorrelated errors. In the latter case we use the exponential spectral model

of Bloomfield (1973), which is a non-parametric approach of modelling the I(0)

errors that produces autocorrelations that decay exponentially as in the AR

case (Gil-Alana, 2004).

2.14 State Space Modelling and Threshold effect

of Inflation-Growth Nexus

Policy reliability, commitment, reputation and time stability are currently some

of the disputed issues both in the developed and developing countries. In the
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case of Ghana and South Africa, missing the targets of the macroeconomic vari-

ables such as inflation and economic growth raises the issue of policy credibil-

ity19. Again, missing the targets of variables of interest such as inflation, while

framing monetary and fiscal policies, creates obligation crisis of the macroeco-

nomic policies and therefore the potency of monetary or fiscal policy. Usually,

the reason could be attributed to the behaviour of the various economic agents

that informs policy formulation since most of them are time-varying. Hence,

policy prescription based on constant estimated parameters could be mislead-

ing20.

Reaching sustainable rapid economic growth is the objective of most countries.

However, it has always been problematic to achieve such an objective as a re-

sult of many factors that affect economic growth. Economic growth and the rate

of inflation are critical for macroeconomic policies. Among many variables that

can be stated as determinants of economic growth is inflation (Borro, 1995).

Nevertheless, there is no precise decision about the relationship between eco-

nomic growth and inflation.

Research on inflation and economic growth has often led to debatable and dif-

ferent conclusions in both theory and empirical findings. The first contentious

issue about economic growth and inflation is the relationship between them.

Theories and former studies about the relationship between these two eco-

nomic issues have shown that there might be no relationship (Sidrauski, 1967),

or there could be a negative relationship (Fisher, 1993), or a positive relation-

ship (Mallik and Chowdhury, 2001). Today we are not only confronted with a

simple question of relationship, but also the level of inflation that can influ-
19Recently South African inflation exceeded its target of 3%-6% recording 7% in March 2016.

Ghana on the other hand had never achieved its target of 6%-9% since 2007, even though some
pockets of success were achieved during 2010-2012.

20The issue of parameters that are invariant over time in modelling has come under scrutiny
with the introduction of Lucas’s critique, who argued that expectations of economic agents are
determined by the policy changes (monetary/fiscal policy rules) (Lucas, 1976).
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ence economic growth. From the structuralist’s point of view, inflation has a

positive effect on economic growth, whereas monetarists perceive inflation as

detrimental to economic growth. Indeed, both views have their own explana-

tion for the possible reason why inflation has a positive effect or negative effect

on economic growth. For example, the neo-classical theory believes that infla-

tion can increase economic growth by shifting the income distribution in favour

of higher saving capitalists. But Keynesians are of the opinion that inflation

may increase growth by raising the rate of profit, hence increasing private in-

vestment. The second controversial issue is the causal relationship between

inflation and economic growth.

The issue of the forecasting power of inflation for economic growth and vice-

versa has also been debatable. Granger causality assesses whether there is

any potential predictive power for one indicator (inflation) against the other

(GDP). For instance, inflation Granger cause economic growth means inflation

contains information about future economic growth. Owing to the controver-

sial issues about economic growth and inflation, our study examines the rela-

tionship between inflation and other macroeconomic variables such as growth

rate per capita measured by the GDP, total exports of goods and services, to-

tal imports of goods and services, total investments and the population, among

others, using the state space model of unobserved component with Kalman

Filter from two perspectives. First, the study investigates the stability of the

time-varying parameters of the basic structural model (BSM) of Ghana and

South Africa. Second, the study estimates the threshold effect of inflation on

economic growth using state space model.
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2.14.1 State space model of unobserved components with

Kalman filter

The state space model offers a flexible tool to estimate the coefficients of the

model that are inherently time-varying, making economic relationships poten-

tially unstable (Koopman et al., 2006). This model allows the researcher to

model an observed time series as being explained by a vector of (possibly unob-

served) state variables which are driven by a probabilistic process. The model

can also be utilised in the following situations: (i) to determine the relation-

ship between growth rate and inflation changing over time (as the case may

be in this research) and (ii) to establish whether inflation has a permanent or

transitory components, among others. Real Business Cycle (RBC) model and

Neo-Keynesian models that come under Dynamic Stochastic General Equilib-

rium (DSGE) model are also built under state space framework. These models

actually apply different rules in policy design to address time-varying relation-

ship in the model so that the estimated parameters are considered structural

and profound. The Kalman filter, named after Kalman (1960), is a particu-

lar algorithm that is used to solve state space models in linear and non-linear

cases.

2.14.2 Estimation of state space model

State space modelling by Koopman et al. (2006) consists of a measurement (ob-

servation) equation and a state (transition) equation where the latter expresses

the dynamics of the state variables while the former relates the observed vari-

ables to the unobserved state vector21. Let yt denote an N × 1 time series of

observations whose development over time can be characterised in terms of an
21State space model in addition, allows for the inclusion of the AR,

∑p
i=1 φiyt−i terms and

explanatory variables,
∑m

i=1 βjyxtjt, where the former represents the “momentum” of the time
series as it relates to its past observations and the latter denotes the causal factors that are
supposed to affect the time series in question. For example, regressing the causal relation
between GDP and inflation, imports, etc.
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unobserved state vector βt of dimension M × 1. Based on this, a standard state

space formulation can be expressed as follows22:

yt = Z
′

tβt + dt + εt, εt ∼ N(0, Ht) (2.83)

βt = Ttβt−1 + ct +Rtνt, νt ∼ N(0, Qt) (2.84)

Equation (2.83) denotes the measurement equation, where yt represents an

n×1 vector of measured variables, βt is the state vector of unobserved variables

(assumed unobserved components such as trend, season, cyclical and irregular

components) of dimension n × p and εt ∼ N(0, Ht). Similarly, Equation (2.84)

represents the state equation, where Rt denotes the matrix of parameters and

νt ∼ N(0, Qt) with Ht, and Qt referring to the hyper-parameters of the model.

The m × 1 vector of ct and n × 1 of dt are deterministic parts of the state and

observation model equations, in that order.

The innovations εt and νt are assumed to be uncorrelated with each other in

all time periods, i.e. ∀(s, t), E(εt, νs) = 0 and ∀(εt, A′0) = 0 is uncorrelated with

initial state. Once the model is set in the state space form, the Kalman filter

can be used to estimate state vector by filtering. The Kalman filter provides

estimates of the unobserved variable which plays a central part in estimat-

ing changes. Indeed, the reason for filtering is to update one’s knowledge of

the state vector as soon as a new observation yt arrives. Kalman filter can be

described as an algorithm for the unobserved components at time t based on

the availability of information at the same period. The estimates of any other

desired parameters together with hyper-parameters can be obtained by EML

algorithm adopted by Shumway and Stoffer (1982). Estimations of the states

through Kalman filter process involve three stages: the Initialisation Stage
22We refer the reader to state space models by Hamilton (1989) Handbook on Econometrics,

volume IV for more information.
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(InS), Prediction Stage (PrS) and Updating Stage (UpS) defined as follows:

InS : β0\0, P0\0 (2.85)

PrS : β̂t\t−1 = µ+ Fβ̂t−1\t−1 (2.86)

Pt\t−1 = FPt−1\t−1F
T
t +Qt (2.87)

UpS : Kt = Pt\t−1H
T
t ((Ht)Pt\t−1H

T
t +Rt)

−1 (2.88)

β̂t\t = Kt(yt −Htβ̂t\t−1) (2.89)

Pt\t = (I −KtHt)Pt\t−1 (2.90)

where β̂ estimates state, F is the state transition matrix, P is the state vari-

ance (i.e. errors emanating from the process) matrix, yt represent the measure-

ment variable, H in the measurement matrix (i.e. mapping measurements onto

state), K is the Kalman gain and R is the measurement variance matrix (i.e.

error from measurements). The subscripts t \ t denote current time periods,

with t \ t− 1 representing the previous time period and t− 1 \ t− 1 denoting

intermediate steps. β0 \ 0 and P0 \ 0 are the vectors of initial states and covari-

ance matrix, in that order. The covariance matrix P0 \ 0 portrays the noise of

β0 \ 0. If the vector β0 \ 0 and the covariance matrix P0 \ 0 are not given as prior,

β0 \ 0 is assumed to be zero, and with a larger number of diagonal elements of

matrix P0 \ 0.

Equations (2.83) and (2.84) are a set of prediction equations with the former be-

ing the expected value of the transition equation E(µ + Fβ̂t−1νt) and the latter

described as V AR(µ + Fβ̂t−1νt). Equations (2.88), (2.89) and (2.90) are a set of

update equations, with Kt representing the Kalman gain which represents the

weight given to the new information. In parenthesis are the prediction errors,

which contain new information relative to the old news. When Kt increases
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as a result of uncertainty regarding the state (model noise), it is said to have

heavy weight on new information. On the contrary, if the value of Kt falls as

result of Rt, the shock is said to be less informative. Again, Equation (2.88) up-

dates information of t − 1 adjusted by Kt which is determined by the equation

of the prediction error (yt −Htβ̂t \ t− 1).

The second part addresses the core issue of our study, which is the threshold

effect of inflation on economic growth of Ghana and South Africa. Indeed sev-

eral studies have been conducted in this area with a number of them using

Khan and Senhadji (2001) approach. Our study applies state space model ca-

pable of estimating the threshold effect of inflation together with unobserved

components with Kalman filter, i.e:

y∗GDPt = yTt + β1inf t + β2Dt(inf t − δ) + zit + εt (2.91)

where y∗GDPt denotes growth rate per capita measured by GDP, yTt represents

trend component, inf t denotes the CPI inflation series, zit represents exoge-

nous or explanatory variables including: total investments, total exports of

goods and services, and total imports of goods and services and growth rate in

population23, εt is the error term and Dt is the dummy variable which defines

the threshold level δ of inflation as:

Dt =

1, if inft > δ,

0, if inft ≤ δ

23Population, total investments, total imports of goods and services, and total exports are
used as control variables. The reason for choosing these variables is their authenticity in em-
pirical literature on growth. Samuelson and Solow (1956) who developed the first neo-classical
models for growth, took the rate of population growth as one of the exogenous variables in
their model to show that the faster the rate of population growth, the poorer the country.
Fisher (1993) included investment in his model to show that inflation reduces growth by re-
ducing investment and productivity growth. In another research, Mankiw et al. (2004) also
added investments and population growth in their model.
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2.15 Empirical Evidence of Inflation and Eco-

nomic Growth Nexus

This section presents some empirical research on inflation-growth nexus tak-

ing two items into consideration. These are the issues of stability of time-

varying parameters and threshold effect on economic growth of Ghana and

South Africa. Early applications of Kalman filter to solve state space mod-

els in economics dates back to 1982, when Fama and Gibbons (1982) modelled

the unobserved ex-ante real interest rate as a state variable that follows an

AR(1) process. Clark (1987) used an unobserved components model to decom-

pose quarterly real Gross National Product (GNP) data into two independent

components: stochastic trend component and cyclical component. Stock and

Watson (1993) used state space model to identify unobserved variables that

represent the state of business cycle. Koirala (2013) applied the state space

model to examine the time-varying parameters of inflation in Nepal. After

applying the Kalman filter technique for the estimation of coefficients of the

random walk model they found non-constant time-varying parameters of the

constant (level) and AR(1) coefficients of inflation over the long-run. To our

knowledge, in the Ghanaian and South African contexts, there is no research

conducted on the stability of time-varying parameters and threshold effect of

inflation on economic growth using state space model of unobserved compo-

nents with Kalman filter. This research is essential, especially in the area of

policy formulation, the gap of which is filled by our study.

On the issue of inflation-growth nexus, Fisher (1993) studied the role of macroe-

conomic factor in growth for 93 countries using macroeconomic variables, in-

cluding inflation. He applied a simple alternative to the mixed regression

model and found that inflation affects economic growth and that inflation neg-

atively affects growth by reducing the investment, and by reducing the rate of
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productivity. Fisher (1993) established that inflation could distort price mecha-

nism, which will interfere with efficiency of resource allocation and thus stim-

ulate economic growth. Another study by Borro (1995) established the rela-

tionship between inflation and economic growth using data from 100 countries

covering the period of 30 years. In that study, Borro (1995) included other

determinants of economic growth, in addition to inflation, using a system of

regression equation model. The results of his study indicated that an increase

in inflation by 10% per year led to a reduction in growth rate of real per capita

GDP by 0.2%-0.3% per year, and a decrease in the ratio of investment to GDP

by 0.4%-0.6%. However, his results only became significant when high inflation

experiences were included in the sample.

Motley (1998) examined the effect of inflation on economic growth rate of real

GDP. He extended the model of Mankiw et al. (2004) which is based on Solow

growth model, by allowing for the possibility that inflation tends to reduce the

rate of technical change. The results of Motley’s study indicated a negative re-

lationship between inflation and growth rate of real GDP. Khan and Senhadji

(2001) investigated the relationship between inflation and economic growth

separately for industrial and developing countries. The researcher employed

new econometric techniques initially developed by Chan and Tsay (1998) and

Hansen (1999), to show the existence of threshold effects in the relationship be-

tween inflation and economic growth. They actually used an unbalanced panel

data containing 140 countries for the period 1960-1998. The estimated value of

threshold was found to be 1%-3% and 11%-12% for developed and developing

countries, respectively. They also found that the threshold level for industri-

alised countries is lower than that of developing countries. They concluded

that inflation level below the threshold level (of inflation) has no influence on

growth, but inflation rates above the threshold level have a significant nega-

tive effect on growth.
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Mubarik (2005) examined the causal relationship between inflation and eco-

nomic growth. The test result indicated that the causality between the two

variables is unidirectional, i.e. inflation causes GDP growth, but not vice-versa.

By employing VAR Granger causality test, Chimobi (2010) studied the relation-

ship between inflation and economic growth in Nigeria and found a unidirec-

tional causality from inflation to growth. Odhiambo (2012) also examined the

short-run or long-run causal relationship between inflation, investment and

economic growth in Tanzania using autoregressive and distributed lag (ARDL)

bounding testing approach and found a unidirectional causal relationship run-

ning from inflation to economic growth. Mamo (2012) also conducted a study

on economic growth and inflation using a panel data analysis for Sub-Saharan

African countries from 1969 to 2009. His results revealed a negative relation-

ship between inflation and economic growth. He then examined the causal

relationship between inflation and economic growth using Granger causality

test. The results of his study indicated that inflation can be used to predict

economic growth for all the countries, except the Democratic Republic of Congo

and Zimbabwe.

In Ghana, studies on the inflation threshold effect on growth are limited and

virtually non-existent. This is surprising given the attention and importance

inflation and growth issues are to policymakers and economists. Also, given the

fact that BoG (Bank of Ghana), has been pursuing an IT framework since 2007,

it would have been expected as a sequel to the monetary policy framework by

the BoG, and such studies should be carried out to guide decision-making and

to support the BoG in setting its inflation targets. Quartey (2010) used the

Johansen co-integration methodology to examine whether the revenue max-

imising rate of inflation is in itself growth maximising, and found that there is

a negative relationship between inflation and growth. His study also depicted

an interesting result of a revenue maximising rate of 9.14% over the period
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1970-2006 using the Laffer curve. He further established that the rate of infla-

tion that is growth maximising is not a single digit one.

In another study, Frimpong and Oteng-Abayie (2010), found a threshold ef-

fect of inflation on economic growth of 11% for Ghana over the period 1960 to

2008. By estimating the threshold model using the OLS, the authors estimated

a robust 11% threshold inflation level with close coefficients, after dropping

growth rate of aggregate labour force and money supply growth, which were

found to be insignificant in the OLS models. A closer examination of their re-

sults revealed that even at relatively lower threshold levels, inflation is still

significant. The study, however, failed to check for sensitivity of the estimated

coefficients across sub-samples of the full sample period to establish new evi-

dence of the threshold effect. The study concluded by highlighting the need to

extend the context of analysis to deal with lower threshold levels in search of

that evidence.

Although there are earlier empirical studies on inflation in Ghana, for instance,

Sowah (1994), Sowah (1996), Ocran (2007), and Asafu-Adjaye (2008), there is

still scope for further empirical investigations on drivers of inflation on eco-

nomic growth in Ghana. First, earlier studies have approached the subject

using error correction techniques which can only predict short-run impact of

the regressors. In cases where an attempt has been made to capture long-run

effects, OLS estimators are used (Sowah, 1994, 1996). Ocran (2007) used the

Johansen multivariate method to estimate the long-run parameters. However,

the small sample properties of this estimator are not known with any certainty

since simulation studies are usually based on sample sizes of 500 or more.

There are, but few research studies on inflation and economic growth in South

Africa. For instance, Hodge (2006) used South African data to test whether
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the data supported the findings of other cross-section studies that inflation

has a negative effect on growth over the longer term. He further investigated

whether higher economic growth can be gained at the cost of higher inflation

in the short-run. The study made use of annual data from 1950 to 2002. The

findings of the study revealed that, in South Africa, higher inflation could re-

tard economic growth in the long-run.

Another study conducted by Phiri (2010) on inflation and economic growth,

estimated the threshold level that is detrimental to finance-growth activity for

the South African economy. He used quarterly data for the period of 2000-2010,

and the results revealed an inflation threshold level of 8%. Later, Leshoro

(2012) re-examined the inflation-growth relationship in South Africa using

quarterly data from 1980 to 2010. He adopted the threshold regression model

developed by Khan and Senhadji (2001) and estimated an inflation thresh-

old level of 4% below which there is a positive, but statistically insignificant

relationship between inflation and growth, and above which the relationship

becomes negative and significant. Our study adopts a state space model of

unobserved components to address the issue of threshold effect of inflation on

economic growth. In order to bring clarity to persistency of inflation dynam-

ics in relation economic growth, the first part of the analysis employs monthly

CPI (Consumer Price Index) inflation series for the period January 1971 to

October 2014 obtained from the Bank of Ghana (BoG), and for the period Jan-

uary 1995 to December 2014 obtained from Statistics South Africa. The second

part of the study involves the estimation of threshold effect of inflation on eco-

nomic growth using annual data obtained from the IMF (International Mone-

tary Fund) database for the period 1981 to 2014, for both countries.
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2.16 Summary

Inflation is often modelled as a non-stationary unit root process (MacDonald

and Murphy, 1989; Ball and Cecchetti, 1990; Brunner and Hess, 1993). More-

over, if inflation contains a unit root, shocks to the series will have a long last-

ing effect (Greene, 2003). In such circumstances, successful inflation IT mone-

tary policy enacted to control the path of inflation will be difficult to achieve for

central banks (Gregoriou and Kontonikas, 2006). In order to avoid misalign-

ments from the anticipated inflation level, central banks require fitting policy

rules. The design and execution of economic policy rules depend on character-

istics or properties of the inflation series (Dias and Marques, 2010). Hence,

within the ambiance of this study, three time series properties which are sub-

jected to investigation are structural breaks, long memory and non-linearity.

In order to determine whether or not CPI inflation follows a unit root or a sta-

tionary process, our study has subjected the CPI inflation series of Ghana and

South Africa to stationarity tests using ADF, PP, KPSS, ZA, BP and the frac-

tional integration method developed by Gil-Alana (2008). Using two or more

tests helps to ascertain the true underlying process of the series, and is also

useful for consolidation and confirmatory purposes.

The concept of integration order, which measures the time it takes inflation se-

ries to revert to its mean level after a shock, provides policymakers with valu-

able information. Our study, therefore, examines the presence of long mem-

ory (via fractional integration) in CPI inflation of Ghana and South Africa.

The study employs semi-parametric methods such as LW method by Robin-

son (1995). This method has advantages over the (GPH) test by Geweke and

Porter-Hudak (1983) (also a semi-parametric method), because it can detect

the presence of memory even in the presence of structural breaks. Our study

also applies modified R/S analysis (non-parametric) by Lo (1991) and EML (a
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parametric method) by Sowell (1992) in order to compare results. From the

literature, semi-parametric estimators are considered to be more robust com-

pared to the parametric and non-parametric estimators because they do not

require exact specification of the short memory parameters (i.e. AR and MA)

and the Gaussian assumption.

Our study attempts to model persistence in the conditional mean by extending

the ARFIMA process with sGARCH and ’gjrGARCH conditional heteroscedas-

tic models to describe time-varying dependent heteroscedasticity under three

different distributional assumptions and then compare results thereof. The ex-

tension of the ARFIMA model helps in capturing the remaining ARCH effects

(if any) in the residuals in order to obtain a correct estimation of the fractional

differencing parameter, and also aids in statistical inference and forecasting.

This study also endeavours to model the CPI inflation series of both countries

with non-linear deterministic trends coupled with fractionally integrated er-

rors based on Chebyshev polynomial using the framework of Cuestas and Gil-

Alana (2016). The choice of this model is based on the fact that many of the

classical models in the literature are based on linear trends, intercepts and/or

at most structural breaks at fixed points in time.

The primary objective of macroeconomic policies is to attain high and sustain-

able output growth rates together with low and stable inflation rates (Kan and

Omay, 2010), meaning that a certain degree of inflation is necessary to grease

the wheels of the economy (Tempel, 2000). Hence, policymakers find it expe-

dient to understand the relationship between inflation and economic growth,

in order to ensure sound policy formulation. As a result, our study makes

use of the state space model to examine the relationship between inflation and

economic growth from two perspectives: (a) to investigate the stability of time-
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varying parameters (such as the mean level, shocks etc.) of inflation, and (b)

to estimate the threshold effect of inflation on economic growth of Ghana and

South Africa. The empirical chapters that follow use longer and broader data

periods than previously used, employ various long memory models and pro-

pose new models to analyse the persistency of inflation dynamics of Ghana and

South Africa.



Chapter 3

Structural Breaks and Testing

for Random Walk Hypothesis in

Inflation Series

3.1 Introduction

As is well-known, the issue of structural change and its consequential implica-

tions for structural breaks in macroeconomic time series data, must be robustly

addressed in order to ensure non-spurious results of unit root tests. There can

be many reasons for structural breaks, and these can include such diverse cir-

cumstances as economic crises, policy changes or regime shifts. For this reason

it is extremely imperative to test the null hypothesis of structural stability

against the alternative of no break, one-time break and multiple structural

breaks. Failure to allow for structural breaks in the specification of an econo-

metric model, may lead to misleading results because they can be biased to-
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wards the erroneous non-rejection of the non-stationary hypothesis (Perron,

1989, 1997; Leybourne and Newbold, 2003; Pahlavani et al., 2005; Harvie and

Pahlavani, 2006).

3.2 Synopsis of Inflation Dynamics of Ghana and

South Africa

Ghana, which attained its independence in March 1957, is one of the coun-

tries whose economy has experienced the devastating effects of high inflation.

Having recorded some success by registering low rates of inflation in the years

immediately after independence, the country had its first taste of double-digit

inflation in 1964. This was followed by a brief period of relief during 1967 to

1971, with inflation below 10% per annum. Since 1972, however, inflation lev-

els have remained generally high, ranging between 10% in 1972 and 123% in

1983 (Mackay and Sowah, 2014). The high rates of inflation have weakened

the otherwise impressive macro performance since the introduction of the Eco-

nomic Recovery Programme (ERP). For instance, consumer prices in Ghana

increased by 17.7% year-on-year in December 2015, following a 17.6% rise in

November, 2015. This was the highest inflation rate since July 2015. The

biggest upward pressure came from the non-food group, partially fuelled by

previous month’s rise in utility prices and transport fares. The rate of inflation

has been in the upward trend for the last three years (i.e. 2013-2015), as lower

commodity prices and fiscal policy crisis led to a sharp drop in the Ghanaian

currency, cedi, against the United States Dollar (USD), raising import prices

despite the country’s adoption of IT policy in May 2007 by the BoG. Inflation

rate in Ghana averaged 17.12% from 1998 until 2015, reaching an all-time high

of 63% in March of 2001 and a record low of 0.40% in May of 1999 (Trading Eco-

nomics Report, 2016a).
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Inflation in South Africa, like any other developing country, has been a ma-

jor concern, with inflation rates consistently being double digit (Amusa et al.,

2013). Nevertheless, through an informal IT regime during the decade of 1990-

2000, considerable success was achieved in bringing down the inflation rate to

lower levels. Given this success of informal IT, the SARB decided to move to a

formal IT framework in February 2000, with the then Finance Minister declar-

ing that the sole objective of the SARB would be to maintain inflation within

a target band of 3%–6% (Mboweni, 2003; der Merwe, 2004). The inflation rate

averaged 9.5% from 1968 to 2014, with a maximum of 20.9% in January 1986

and a minimum of 0.2% in January 2004. As at May 2014, the inflation rate

was 6.6%, the highest increase since July 2009 when it stood at 6.8% (Statis-

tics South Africa, 2014; Trading Economics Report, 2016b). Subsequently, due

to monetary policy intervention, price increases have slowed down to 6.4% in

August 2014, but still remain outside the target band of 3%-6%.

Inflation and its volatility (e.g. China’ market volatility) can impose costs on

the real economic output, and hence the welfare of the citizens of any nation

(Chowdhury, 2014). Minimising the adverse economic consequences and wel-

fare costs of increases in the inflation rate would require policy makers to have

a clear understanding of the major channels through which inflation may affect

the real economy. Consumer prices in South Africa improved by 4.8% year-on-

year in November 2015, up from 4.7% reported in the previous month and

matching market forecasts. Again, the cost of household contents and services

rose at a faster pace while transport prices were flat after falling for three con-

secutive months (Trading Economics Report, 2016b).

The rest of the chapter is structured as follows: Section 3.3 provides descrip-

tive statistics for the two inflation series and reviews the methodology used in

the stationarity process. Section 3.4 presents the evidence of structural breaks,
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while Section 3.5 provides the chapter summary and concluding remarks.

3.3 Data and Methodology

3.3.1 Descriptive statistics

The data employed in the study is the log monthly CPI inflation series of Ghana

and South Africa. The data for Ghana spans from January 1971 to October

2014 and that of South Africa spans from January 1995 to December 2014.

Both data sets were respectively obtained from the BoG (Bank of Ghana, 2014)

and Stats SA (Statistics South Africa, 2014). Figures 3.1 and 3.2 depict the

behaviour of GHCPI and SACPI, respectively24.
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Figure 3.1: Monthly CPI Inflation series of Ghana (1971:M01-2014:M10)

24The study utilised headline inflation rates from both countries, i.e. Ghana Consumer Price
Index (GHCPI) and South Africa Consumer Price Index (SACPI)
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Figure 3.2: Monthly Inflation series of South Africa (1995:M01-2014:M12)

From Figures 3.1 and 3.2, it can be seen that inflation series for both countries

exhibit some form of volatility and structural breaks. For instance, a close in-

spection of GHCPI in Figure 3.1 reveals a sharp downward trend around 1977

and 1983 to 1984, but becomes more volatile around 1993. Similarly, SACPI

(see Figure 3.2) has also been subjected to some form of constraints, notably

structural breaks around 2000 and 2003 to 2005 and volatility, especially be-

tween 2000 and 2009.

Table 3.1 presents the descriptive statistics of the data which include sample

mean, median, maximum, minimum, variance, standard deviation, skewness

and kurtosis. The highest mean return of CPI inflation is 3.12% in Ghana

and the lowest is 1.68% in South Africa. The standard deviation ranges from

0.65% (SACPI the least volatile) to 0.78% (GHCPI the most volatile). Both

series have excess kurtosis exceeding 3%, implying that they have thicker tails

(leptokurtosis) and a higher peak than a normal distribution.
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Table 3.1: Descriptive and Summary Statistics of CPI Inflation of Ghana and
South Africa

Statistic GHCPI Inflation SACPI Inflation
Min 0.09 -1.61
Max 5.15 2.61

Mean 3.12 1.68
Median 3.02 1.79

Variance 0.61 0.42
Std.Dev 0.78 0.65

Skewness 0.29 -2.41
Kurtosis 3.49 11.27

Note: This table describes several descriptive and summary statistics, including the
mean (%), standard deviation (Std.Dev), skewness and kurtosis.

3.3.2 Methodology

Dickey and Fuller (1979), Phillips and Perron (1988), and Kwiatkowski et al.

(1992) tests have been used to determine whether the series is level stationary

or differenced stationary. We note, however that, results from stationarity tests

could be biased if structural breaks are not taken into account. Therefore,

our study made use of Zivot and Andrews (1992), and Bai and Perron (1998)

tests that respectively allow for single and multiple breaks to be determined

endogenously. As cited earlier, one of the weaknesses of the standard unit root

methods is that they have very low power, especially if the true data generating

process is fractionally integrated. Hence, this thesis examines the presence of

unit roots in the Ghanaian and South African inflation series, using a fractional

integration framework developed by Gil-Alana (2008).

3.4 Empirical Results

Tables 3.2 to 3.5 report the results of the unit root tests with and without

breaks and Tables 3.6 to 3.9 present the estimates of the fractional differencing

parameter, with or without structural breaks with the framework of Gil-Alana
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(2008), since the unit root results confirmed the existence of non-stationarity

in the GHCPI and SACPI inflation series.

Table 3.2: Unit Root Test for GHCPI inflation series

Unit Root Tests Test Statistic
Test Type Cont. Cont. and Trend

ADF -3.29(-2.86)∗ -4.17(-3.41)∗
PP -4.92(-2.86)∗ -5.55(-3.41)∗

KPSS 0.76(0.46)∗ 0.16(0.14)∗
ZA -5.70(-4.80)∗ -5.81(-5.08)∗

Note: ∗In all cases of constant, and constant and trend, the hypothesis of stationar-
ity is rejected at 5% level of significance for ADF, PP, KPSS and ZA tests since the
test statistics fall outside the critical regions, hence the GHCPI is non-stationary. In
parenthesis are the critical values.

Table 3.3: Unit Root Test for SACPI inflation series

Unit Root Tests Test Statistic
Test Type Cont. Cont. and Trend

ADF -3.57(-2.87)∗ -3.57(-3.42)∗
PP -3.37(-2.87)∗ -3.40(-3.42)∗

KPSS 0.14(0.46)∗ 0.12(0.14)∗
ZA -5.70(-4.80)∗ -5.81(-5.08)∗

Note: ∗In all cases of constant, and constant and trend, the hypothesis of stationar-
ity is rejected at 5% level of significance for ADF, PP, KPSS and ZA tests since the
test statistics fall outside the critical regions, hence the GHCPI is non-stationary. In
parenthesis are the critical values.

From Tables 3.2 and 3.3, the hypothesis of stationarity is rejected at 5% signif-

icance level in all cases after applying ADF, PP and KPSS tests. After allowing

for one and multiple structural break(s) in the unit root null hypothesis, the

ZA and BP tests were applied. Similarly, the hypothesis of stationarity was

rejected. Hence, both GHCPI and SACPI inflation series are non-stationary.

Next, we investigate the presence or absence of multiple breaks in GHCPI and
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SACPI using Bai and Perron (1998)( BP) test. The BP test was actually applied

to investigate multiple breaks in the level and persistence in the series with a

trimming parameter arbitrarily permitted to be 0.15 and a maximum number

of breaks set to m = 5 through the sequential procedure of 5% significance

level. To impose the minimum structure on the data, the researcher allowed

for different distributions of regressors and the errors in different sub-samples.

The results are depicted in Table 3.4 and Table 3.5 for GHCPI and SACPI in-

flation series, respectively.

Table 3.4: Multiple breakpoint tests of L + 1 vs L sequentially determined
breaks for GHCPI inflation series

Sequential F-statistic determined break: 3
Break Date F-stats CR∗

0 vs 1∗ 115.03 8.58
1 vs 2∗ 34.12 10.13
2 vs 3∗ 120.67 11.14
3 vs 4 8.40 11.83

Break Date Sequential Repartition
1 2004M02 1977M07
2 1984M06 1984M06
3 1977M07 2004M05

Note: Breaking variable: GHCPI inflation series for the sample period between
1971M1-2014M12. Breaking point options for the trimming parameter: 0.15, maxi-
mum breaks=5. ∗Significant at the 5% level. Bai and Perron (2003) critical values
(CR).

In Table 3.4, it is observed that GHCPI inflation series had been subjected to

three significant breaks corresponding to 1977M07 (i.e. July 1977), 1984M06

(i.e. June 1984) and 2004M02 (i.e. February 2004), respectively. These break

dates coincided with some difficulties the Ghanaian economy experienced as a

result of inflation. For example, after experiencing some price stability over a

five-year period after independence (i.e., 1957-1961) due to inflation hovering

around a single digit in July 1977, the annual inflation rate exceeded 100%
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Table 3.5: Multiple breakpoint tests of L + 1 vs L sequentially determined
breaks for SACPI inflation series

Sequential F-statistic determined break: 4
Break Date F-stats CR∗

0 vs 1 ∗ 59.72 8.58
1 vs 2 ∗ 24.85 10.13
2 vs 3 ∗ 54.53 11.14
3 vs 4 ∗ 35.41 11.83
4 vs 5 0.00 12.50

Break Date Sequential Repartition
1 1999M07 1999M07
2 2006M06 2003M06
3 2009M08 2006M06
4 2003M06 2009M08

Note: Breaking variable: SACPI inflation series for the sample period between
1995M1-2014M12. Breaking point options for the trimming parameter: 0.15, maxi-
mum breaks=5. ∗Significant at the 5% level. Bai and Perron (2003) critical values
(CR).

(Sowah and Kwakye, 1993). In the period 1983-1984, Ghana continued to ex-

perience high inflation due to external shocks, unsustainable macroeconomic

policies and exchange rate depreciation. The last significant break of January

2004 is associated with the period when Ghana started to experience a disin-

flation from 27.1% to about 10% (Sowah and Kwakye, 1993).

Similarly a close inspection of Table 3.5, shows that SACPI inflation series was

also subjected to four significant breaks corresponding to 1999M07, 2003M06,

2006M06 and 2009M08. These break dates also coincided with significant

events in the South African economy as a result of inflation. From Figure 3.2

and Table 3.5, it is evident that SACPI inflation has undergone severe fluctua-

tions, especially during 2000Q3 to 2009Q3, with two big shocks in 2004Q4 (as

a result of massive depreciation of the South African rand) and 2008Q3 (as a

result of global increase in food price together with a rise in oil prices, and a

positive shock which took place in 2004Q1 (as a result of South African rand
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appreciation), before stabilising near the upper bound of 6% during the finan-

cial crisis (Kabundi et al., 2014)25.

In the literature, it is well-known that ADF, PP, KPSS, ZA and BP tests ex-

hibit low power and can lead to a wrong acceptance of the hypothesis of non-

stationarity (Diebold and Ruderbusch, 1991). Our study makes a contribution

to literature, especially to GHCPI and SACPI inflation studies, by applying

a recently robust framework developed by Gil-Alana (2008) to determine the

true order of integration. This contribution could be cascaded to other African

countries and developing countries, in general.

Table 3.6: Estimates of the fractional differencing, d parameter for GHCPI
inflation series

Std.cases No regressors Intercept Linear time trend
White Noise 0.95(0.89,1.01) 0.93(0.88,0.99) 0.93(0.88,0.99)
Bloomfield 1.16(1.01,1.31) 1.15(0.98,1.31) 1.14(0.98,1.30)

Note: In parenthesis, are the 95% confidence band; In bold are the selected specifica-
tions; Bloomfield autocorrelation.

Table 3.6 displays the results for the three standard cases examined in the lit-

erature, that is (i) the case of no deterministic terms, β0 = β1 = 0, a priori in

the undifferenced Equation (2.18); (ii) including only a constant term, β0 un-

known, β1 = 0 a priori, and (iii) the case of a constant with linear trend, β0 and

β1 unknown. The results were fairly similar in all three cases. However, if we

assume that the errors are white noise, the estimated value of d is found to be

slightly below 1 (0.93) and the 95% confidence interval leads to the rejection of

the null hypothesis of unit root in favour of mean reversion d < 1. On the other

hand, assuming autocorrelation, the estimated value of d is found to be 1.15,

hence the unit root null cannot be rejected.
25Qi, i = 1, 2, 3, 4 denotes the quarters in a year, e.g. Q1 refers to January to March.
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Table 3.7: Estimates of d in the context of multiple breaks for GHCPI inflation
series

White noise
Sample No regressors Intercept Linear time trend

1st sub-sample 0.76(0.61,0.93) 0.51(0.44,0.69) 0.57(0.37,0.81)
2nd sub-sample 0.95(0.81,1.14) 1.17(1.04,1.34) 1.17(1.04,1.34)
3rd sub-sample 0.87(0.78,0.97) 0.84(0.76,0.93) 0.84(0.76,0.93)
4th sub-sample 0.97(0.88,1.10) 1.06(0.97,1.17) 1.06(0.97,1.17)

Bloomfield
1st sub-sample 1.11(0.77,1.54) 0.96(0.39,1.53) 0.98(0.18,1.45)
2nd sub-sample 0.88(0.59,1.37) 1.53(0.99,2.14) 1.52(0.99,2.16)
3rd sub-sample 0.86(0.73,1.04) 0.95(0.75,1.21) 0.95(0.77,1.21)
4th sub-sample 1.02(0.85,1.29) 1.15(0.98,1.35) 1.14(0.98,1.34)

Note: The break dates are 1977M7, 1984M4 and 2004M01; In parenthesis, are the
95% confidence band; In bold are the selected specifications; Bloomfield autocorrela-
tion.

Again, testing for the existence of multiple breaks in GHCPI inflation series in

the context of fractional integration using the approach developed by Gil-Alana

(2008), revealed three breaks (see. Table 3.7), occurring at 1977M7, 1984M4

and 2004M01, which are almost the same as in the unit root case (see Table

3.4). Focusing on the degrees of integration, the results changed once more

depending on the specification of the error term. Thus, if µt is white noise, we

observe mean reversion d < 1 in the first and third sub-samples; the estimated

value of d is statistically higher than 1 in the second sub-sample, and the unit

root hypothesis d = 1 cannot be rejected in the fourth sub-sample. However,

for autocorrelated errors, the unit root null cannot be rejected in any of the

four sub-samples, due to the wide confidence intervals of the estimated values,

though these values substantially change from one sub-series to another.

Similarly, Table 3.8 displays the results of the three standard cases examined

in the literature for SACPI inflation series, that is (i) the case of no determinis-

tic terms, β0 = β1 = 0 a priori in the undiffferenced Equation (2.18), (ii) includ-
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Table 3.8: Estimates of the fractional differencing, d parameter for SACPI in-
flation series

Std.cases No regressors Intercept Linear time trend
White Noise 1.21(1.12,1.33) 1.45(1.34,1.59) 1.45(1.34,1.59)
Bloomfield 1.11(1.89,1.39) 1.18(0.96,1.45) 1.14(0.97,1.45)

Note: In parenthesis, are the 95% confidence band; In bold are the selected specifica-
tion; Bloomfield autocorrelation.

ing only a constant, β0 unknown and β1 a priori and (iii) the case of a constant

with a linear time trend, β0 and β1 unknown, under the two assumptions of

uncorrelated and correlated errors. It can be observed that if µt is white noise,

the estimates of d are significantly higher than 1. However, under the most

realistic assumption of autocorrelation, the I(1) hypothesis cannot be rejected,

and the estimated value of d is found to be 1.18 for the case of an intercept.

Next, the method proposed by Gil-Alana (2008) is applied on the most signifi-

cant break found to be August 2003 in SACPI inflation series. The estimated

values of d for each of the two sub-samples are displayed in Table 3.9.

Table 3.9: Estimates of the fractional differencing, d parameter for SACPI in-
flation series

1st sub-sample
Std.cases No regressors Intercept Linear time trend

White Noise 1.15(0.98,1.36) 1.51(1.36,1.69) 1.51(1.36,1.69)
Bloomfield 0.79(0.50,1.32) 1.39(0.88,1.89) 1.390.89,1.87)

2nd sub-sample
Std.cases No regressors Intercept Linear time trend

White Noise 1.07(0.97,1.21) 1.37(1.22,1.60) 1.38(1.22,1.62)
Bloomfield 1.02(0.85,1.22) 1.01(0.83,1.23) 1.01(0.83,1.23)

Note: In parenthesis, are the 95% confidence band; In bold the selected specification;
Bloomfield autocorrelation; 1st and 2nd sub-samples correspond to 1995M01-2003M8
and 2003M9-2014M12 respectively.
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From Table 3.9, there is evidence of unit roots in the two sub-samples. How-

ever, a substantial reduction in the degree of integration, d in the second sub-

sample from 1.37 to 1.01 can also be observed, implying evidence of no mean re-

version, especially during the first sub-sample and permanent effects of shocks

coupled with evidence of long memory in the CPI inflation rates of South Africa.

Investigating deeper established if there has been an abrupt change in the es-

timation of the differencing parameter d, a recursive estimate of d was con-

ducted, starting with a sample of 60 observations, and adding one observation

each time. Based on the results reported in Tables 3.8 and 3.9, the model with

an intercept and Bloomfield disturbances could be adopted for SACPI inflation.

Figure 3.3: Recursive estimates of d for SACPI inflation series

Figure 3.3 shows that the estimated values of d behave relatively stable across

the sample, with some increase around the 46th estimate (that corresponds to

October 2003), thereafter declining very slowly. The unit root null hypothesis

cannot, therefore, be rejected in any single case supporting the hypothesis of

unit root and permanency of the shocks.
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3.5 Summary

The unit root hypothesis is an important method for testing whether shocks

(e.g. demand and supply, market volatility, etc.) to a particular series (e.g.

GHCPI/SACPI inflation series) have permanent or transitory effect, also known

as persistence. The presence of a unit root is indicative of the fact that a series

has no tendency to recover equilibrium after experiencing an economic shock.

Nonetheless, if it is possible to reject the unit root hypothesis, then this is

equivalent to saying that shocks to a series only have a transitory effect.

In this chapter the unit root behaviour of GHCPI and SACPI inflation series

has been examined. Results from the conventional unit root (ADF, PP and

KPSS) approaches suggested that the inflation for GHCPI and SACPI is non-

stationary. After allowing for structural breaks in the null hypothesis and ap-

plying ZA and BP tests, similar results were obtained. This means that, shocks

to GHCPI and SACPI inflation will persist for a long time (or may also possess

long memory) and this may give the central banks of these two countries an

additional incentive to intervene by designing and enacting policies that could

steer inflation back to an equilibrium path. It is important since the cost of in-

action on the part of monetary authorities could diverge inflation further from

its long equilibrium value. Results from this chapter also revealed that both

series had been subjected to multiple breaks (evidence of shocks) with esti-

mated breaks for GHCPI found to be 1977M07, 1984M06 and 2004M05, and

for SACPI found to be 1999M07, 2003M06, 2006M06 and 2009M08. All these

estimated break dates coincided with major economic shocks in the respective

economies.

Using fractional integration methods, the results indicate strong evidence of

non-stationarity and persistence, and the unit root is rejected in favour of

higher orders of integration under uncorrelated errors, but evidence of unit
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roots is found under the more realistic case of autocorrelated errors for GHCPI

and SACPI inflation series. Again, in the context of fractional integration, we

obtain similar results, supporting the hypothesis of unit root with multiple

breaks in the two inflation series.

The most important implication of this study is that random shocks have per-

manent effects on the long-run level of inflation series and that fluctuations

are not transitory, confirming the research by Nelson and Plosser (1982), and

Arize and Malindrtos (2012). Indeed, the fractional integration parameter d,

obtained for GHCPI inflation series, appears to have increased from 0.51 to

1.17 and also an upsurge from 0.96 to 1.15 respectively under white noise,

Bloomfield errors and also in the context of multiple breaks. These differences

in the value of d might be due to monetary policies that were in place during

that dispensation, hence the need to introduce IT monetary policy in March

2007. The same cannot be said for SACPI inflation series since its fractional

integration parameter d, a measure of inflation persistence decreased from 1.51

to 1.39 and 1.37 to 1.01 respectively, under white noise, Bloomfield errors and

also taking the multiple structural breaks into account. This reduction in in-

flation persistence can be attributed to the introduction of IT monetary policy

in February 2000.

Subsequent chapters delve deep into the nature of inflation persistence, in-

duced by presence of long memory, structural breaks, volatility and non-linearity

(or regime shifts) captured in the results. This will assist in ascertaining the

likely impact of shocks and the future trajectory of inflation in the two coun-

tries in relation to IT monetary policy, since the efficacy of monetary policy

depends on inflation persistence.



Chapter 4

Analysis of Long Memory and

ARFIMA Modelling of Inflation

Series

4.1 Introduction

In macroeconomic theory and economic policy, changes in the general price

level or the rate of inflation, play a critical role. For example, one of the reasons

behind the adoption of IT policy by Ghana and South Africa and the treaty es-

poused by the European Monetary Union, known as the Maastricht Treaty, was

to improve convergence of inflation. Moreover, the last two decades of macro

and financial economic research have resulted in a huge array of important con-

tributions in the area of long memory modelling, both from a theoretical and

an empirical viewpoint. From a theoretical perspective, considerable effort has

been focused in the areas of testing and estimation, with significant contribu-
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tions by Granger (1980), Granger and Joyeux (1980), Hosking (1981), Geweke

and Porter-Hudak (1983), Lo (1991), Sowell (1992), Ding et al. (1993), Cheung

and Diebold (1994), and Robinson (1995), among others. The empirical analy-

sis of long memory models has equally seen a remarkable treatment, including

studies conducted by Diebold and Rudebusch (1989), Diebold and Ruderbusch

(1991), Hassler and Wolters (1994), Gil-Alana and Robinson (1997), Bos et al.

(2002), and Hyung et al. (2006). Hence, a considerable number of publications

on the subject is not surprising, given the importance of long memory models

in economics (Granger, 1980)26.

Recent statistical literature has concerned itself with a study of long mem-

ory models which go beyond the presence of random walks and unit roots

in univariate time series representations, and ARFIMA(p,d,q) processes are

known to be capable of modelling long-run persistence. This was introduced

by Granger and Joyeux (1980), who generalised Box-Jenkins models, when the

order of integration d was allowed to be fractional. Since modelling inflation se-

ries as a fractionally integrated process appears to improve our understanding

of inflationary dynamics, this thesis extends the existing long memory (discov-

ered in Chapter 3) analysis of Ghana and South Africa along two lines.

First, a number of empirical studies have suggested that the use of multiple

methodologies can improve the robustness of long memory results. Using four

different techniques, namely non-parametric (modified R/S analysis), paramet-

ric (EML) and semi-parametric (GPH and LW) tests, we can improve the ro-

bustness of statistical results of short memory against long memory alterna-

tive27.
26A time series exhibits long memory or long range dependence when there is significant

dependence between observations that are separated by a long period of time. Characteristics
of a long memory time series are an autocorrelation function ρk that decays hyperbolically
to zero and a spectral density function fx(.) that is unbounded in the neighbourhood of zero
frequency.

27See Sections 2.5.1 and 2.5.2 of Chapter 2 for more details on these methodologies.
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Second, this chapter models the long memory process in the conditional mean

using the ARFIMA model, in order to capture the short and long-range effects

of the inflation response to shocks (e.g. demand/supply shocks). Interestingly,

what distinguishes this study from others is the emphasis on the method of

estimating the fractional differencing parameter and our quest to obtain an

appropriate model to describe the inflationary dynamics of the two countries.

This is because a clear appreciation of inflation behaviour will inform policy-

makers to consolidate the adoption of IT policy or adapt other policies to con-

trol inflation. The motivation behind this thesis is purely on the grounds of

economic policy and statistical inference. This study makes a contribution to

the existing literature on inflation in the following ways: (1) establishing the

existence or non-existence of long memory in the inflation of Ghana and South

Africa, and (2) knowing the properties of long memory in inflation may provide

useful information to policymakers as well as to investors’ decisions on invest-

ment and risk management since Ghana and South Africa are the only two

countries in Sub-Saharan Africa with IT policy.

4.2 Empirical Evidence of Long Memory and ARFIMA

Modelling

In Ghana, a number of studies have been done on inflation modelling and fore-

casting. However, the use of the fractionally integrated approach in describ-

ing inflation dynamics is very limited. For instance, Tweneboah et al. (2015)

conducted a study on long memory behaviour of real interest rates in Ghana

using ARFIMA and FIGARCH models, and found them to exhibit an indistin-

guishable integration property. Alagidede et al. (2014) also conducted a study

on a regional analysis of inflation dynamics in Ghana with respect to persis-
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tence, causes and policy implications, using fractional integration. Notable ev-

idence of asymmetries in the degree of persistence was found in both regional

and sectorial areas of the economy. Atta-Mensah and Bawumia (2003) pre-

sented a Vector Error Correction Forecasting Mode (VECFM), based on broad

money to forecast some selected Ghanaian macroeconomic variables such as

money, growth, inflation, output growth, treasury-bill rate and exchange rate.

Their results revealed that the VECFM model performed well around the turn-

ing points. In another study, Omane-Ajepong et al. (2013) examined a better

approach for short-term forecasting of Ghanaian inflation between seasonal-

ARIMA and Holt-Winters. Their study concluded that Ghana’s inflation could

be described by seasonal-ARIMA process, especially for short-term forecasting.

There are, but few studies in the area of long memory conducted in South

Africa. Gil-Alana (2011) analysed South African inflation between the period

of 1970M1–2008M12 using long range dependence techniques and found infla-

tion to be a covariance stationary process with long range dependence, with an

order of integration ranging in the interval (0, 0.5). Rangasamy (2009) studied

inflation persistence and used an ARMA type model that identifies persistence

as the time it takes inflation to return to a time-varying inflation mean. To

estimate persistence, Rangasamy (2009) used inflation deviations from a time-

varying inflation mean calculated using an HP filter. This was to ensure that

inflation is stationary and to avoid the possibility of estimating a unit root

variable. The researcher showed that inflation had been persistent until the

implementation of inflation targeting in February 2000. These results were

found to be robust at a disaggregated level. He then recommended that future

research should take structural breaks into account since that could bias per-

sistence measures downward.

Other methods of core inflation also suggested that inflation is more persistent
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in a high inflation environment. For example, Blignaut et al. (2009) measured

core inflation by using a trimmed mean measure. The trimmed-mean mea-

sure ignores short-run volatility aspects of inflation and focuses on individual

components that have a strong bearing on the current and future trend of in-

flation. The distribution of CPI components is positively skewed (trim 24% off

the lower tail and only 17% from the upper tail). Ruch and Dirk (2013) identi-

fied core inflation by isolating its trend from various cyclical components using

Singular Spectral Analysis. It became evident in their studies that most of the

noise was removed after eliminating the high frequency components from the

headline inflation. The scholars showed that a model with trend coupled with

inflation cycles at 65 months, 42 months and 24, months does well at explain-

ing inflation. Overall, their findings were similar to those of Gupta and Josine

(2012), confirming that the long-run cyclical components of inflation volatility

have increased since IT. They, however, showed that volatility had been de-

creasing since 2008.

In another study, Balcilar et al. (2016) analysed South African inflation persis-

tence using an ARFIMA model with Markov-switching fractional differencing

parameter. Their results revealed that inflation is more volatile and persistent

during high inflation episodes relative to low inflation episodes. They esti-

mated that it will take 70 months for 50% of the shocks to dissipate in a high

inflation regime compared to 10 months in a lower inflation regime.

The above review provides evidence that some research has been done in South

Africa, especially in the area of long memory (long-range persistence) of infla-

tion. However, we seek to add to the literature on long memory, especially in

estimating the fractional integration parameter using semi-parametric estima-

tors. In Ghana, this will probably be the first time to address issues around the

concept of long memory through a fractionally integrated approach and mod-
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elling the process using an ARFIMA model. It is evident that there is a serious

lack of research in the area of long memory. The present study places itself in

that context. The rest of the chapter is organised as follows: Section 4.3 briefly

describes the data and methodology used. Section 4.4 presents the empirical

results and some policy implications, and Section 4.5 provides the chapter sum-

mary.

4.3 Data and Methodology

4.3.1 Descriptive statistics

The data set analysed in this chapter consists of log monthly CPI inflation se-

ries of Ghana and South Africa. The data span for Ghana is from January

1971 to October 2014 and that of South Africa is from January 1995 to Decem-

ber 2014. Both data sets were respectively obtained from the BoG and Stats

SA.

Table 4.1: Descriptive and Summary Statistics of CPI Inflation of Ghana and
South Africa

Statistic GHCPI Inflation SACPI Inflation
Mean 3.12 1.68

Std.Dev 0.78 0.65
Skewness 0.29 -2.41
Kurtosis 3.49 11.27
J-B Test 12.94(0.00)∗ 921.84(0.00)∗

ARCH-LM Test 357.006(0.00)∗ 164.918(0.00)∗
Box-Pierce Q(18) Test 2985.64(0.00)∗ 916.25(0.00)∗

Note: This table describes several descriptive and summary statistics: the mean (%),
standard deviation (Std.Dev), skewness, kurtosis, Jarque-Bera (J-B) test, ARCH-LM
test and Box-Pierce test Q(18) for GHCPI and SACPI inflation. ∗Indicates significance
at the 5% level.
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The distributional characteristics of GHCPI and SACPI inflation presented in

Figures 4.1 and 4.2 and also Figures 4.3 and 4.4 respectively, can be inves-

tigated further by analysing the behaviour of their autocorrelation functions.

The autocorrelation function of GHCPI and SACPI decreases slowly at a hy-

perbolic rate, a clear indication of long memory (or long-range dependence)28.
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Figure 4.1: Density graph for normality for GHCPI inflation series

From Table 4.1, it is evident that the distribution of inflation series is fat tailed

since kurtosis is greater than 3 (higher peak). The coefficient of skewness is

0.29 which shows that inflation of Ghana is skewed to the right, whereas that

of South Africa is skewed to the left with a coefficient of −2.41. These show

that the distributions for both countries are non-normal and leptokurtic. The

Jarque-Bera (J-B) test confirms these findings since it rejects normality as-
28The behaviour of GHCPI and SACPI inflation series conforms to the usual characteristics

of a fractionally integrated series (Haslett and Raftery, 1989; Gil-Alana, 2008).
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Figure 4.2: The spectral density, periodogram, ACF and PACF of GHCPI infla-
tion series

sumption. Results from the ARCH-LM test for conditional heteroscedasticity

up to lag 18, provide strong evidence of ARCH effects in the inflation series of

both countries. The presence of a significant non-zero autocorrelation can also

be seen in Table 4.1, with the Box-Pierce Q-statistic coefficients of 2985.64 and

916.25 for Ghana and South Africa, respectively. These results suggest that

both series can be represented by long memory processes. The presence of long

memory can also be confirmed in the spectral density and periodograms for

GHCPI and SACPI inflation series (see Figures 4.2 and 4.4).
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Figure 4.3: Density graph for normality for SACPI inflation series

4.3.2 Methodology

Testing for long memory is an essential task since evidence of long memory,

which induces persistence, supports the use of fractionally integrated ARIMA

model. This chapter makes use of four estimators: R/S by Lo (1991), EML by

Sowell (1992), GPH by Geweke and Porter-Hudak (1983), and LW by Robinson

(1995), to affirm the presence of long memory in the two IT countries.

From Table 4.2, it is observed that the GHCPI and SACPI inflation series are

fractionally integrated, hence the existence of long memory. The null hypoth-

esis of no long memory is, therefore, rejected in favour of the alternative hy-

pothesis across all the sub-samples. For purposes of confirmation and also as-

certaining the true long memory process, three more methods were employed

to assess the series, and the results are displayed in Table 4.3.
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Figure 4.4: The spectral density, periodogram, ACF and PACF of SACPI infla-
tion series

Table 4.3 also confirms the existence of long memory in the inflation series

of the two countries with the values of d found to be 0.49 for all sub-samples

across the two series, with respect to EML. The two semi-parametric (GPH

and LW) estimators were also applied, and the results were not different from

the EML parametric estimator. The GHCPI and SACPI inflation series were

characterised by non-stationarity with persistence in the second and third sub-

samples. The sub-samples were considered in order to investigate the influence

of structural breaks in estimating the long memory parameter. The variations

in the values of d across the various sub-samples could be due to the presence

of structural breaks.
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Table 4.2: Hurst estimates of modified R/S analysis for GHCPI and SACPI
inflation series

Series Hurst estimate (H) Std. Err. d = H − 0.5
1st sub-sample 1971M1-1984M12

GHCPI Inflation 0.900 0.05∗ 0.40
2nd sub-sample 1985M1-2014M10

GHCPI Inflation 0.87 0.03∗ 0.37
3rd full sample 1971M1-2014M10

GHCPI Inflation 0.90 0.01∗ 0.40
1st sub-sample 1995M1-2003M12

SACPI Inflation 0.57 0.09∗ 0.07
2nd Sub-sample 2004M1-2014M12

SACPI Inflation 0.87 0.00∗ 0.37
3rd Full sample 1995M1-2014M12

SACPI Inflation 0.79 0.03∗ 0.03

Note: Lo (1991) uses the interval [0.809, 1.862] as the 95% (asymptotic) acceptance
region for testing the null hypothesis; H0: No long memory, i.e. H = 0.5 against H1:
long memory, i.e. H = 0.5 < H < 1 ; ∗Denotes statistical significance for all samples,
hence a rejection of the null hypothesis of no long memory.

4.4 Empirical Results

This section models the persistence, induced by the presence of long memory, in

the conditional mean by estimating alternative specification for ARFIMA(p,d,q)

models for different orders of p and q under the Gaussian distribution assump-

tion, and compares the performance of these ARFIMA models to determine the

orders of p and q appropriate for the detection and modelling of long memory

process of GHCPI and SACPI inflation series. Each series proceeds as follows:

First, we estimate different ARFIMA(p,d,q) models with both p and q less than

or equal to 3. Second, for each of the series, a number of tests are performed

on the residuals to ensure that they are white noise29. These include tests for

normality, heteroscedasticity, ARCH-LM, Box-Pierce and Ljung-Box tests. The

LL along with AIC were applied to choose the correct specification for each se-
29This study follows the idea espoused by Gil-Alana and Toro (2002).
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Table 4.3: Parameters estimates of long memory for GHCPI and SACPI infla-
tion series

Series GHCPI Inflation
Test d SE P-val.

1st sub-sample 1971M1-1984M12
EML 0.49 0.45 -
GPH 1.02 0.19 0.00∗
LW 0.99 0.11 0.00∗

2nd sub-sample 1985M1-2014M12
EML 0.49 0.23 -
GPH 0.68 0.15 0.00∗
LW 0.66 0.11 0.00∗

3rd sub-sample 1971M1-2014M10
EML 0.49 0.32 -
GPH 0.39 0.19 0.05
LW 0.35 0.01 0.01∗

Series SACPI Inflation
Test d SE P-val.

1st sub-sample 1995M1-2003M12
EML 0.49 0.39 -
GPH 0.32 0.12 0.02∗
LW 0.48 0.11 0.00∗

2nd sub-sample 2004M1-2014M12
EML 0.49 0.30 -
GPH 0.83 0.09 0.00∗
LW 0.84 0.11 0.00∗

3rd sub-sample 1995M1-2014M12
EML 0.49 0.28 -
GPH 0.66 0.15 0.00∗
LW 0.60 0.15 0.00∗

Note: ∗The results obtained from EML (parametric estimator) and GPH and LW
(semi-parametric estimators) confirmed the existence of long memory in GHCPI and
SACPI inflation series. This is in accordance with properties of fractional integration
propounded by Granger (1980), Granger and Joyeux (1980), Hosking (1981), and Tkacz
(2001) (see. Appendix 4.1); SE denotes standard error.

ries. To ensure stationarity, both series were fractionally differenced before the

model building process. This chapter considers all possible combinations of the

ARMA(p,q) part of the model for p = 0, 1, 2, 3 and q = 0, 1, 2, 3. The estimated

results of the parameters in ARFIMA(p,d,q) models for GHCPI and SACPI in-
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flation series are presented in Tables 4.4 and 4.5.

Table 4.4: Parameter estimates of ARFIMA models for GHCPI inflation series

ARMA LL d Cont. φ1 φ2 φ3 θ1 θ2 θ3 AIC
(1,1) 430.96 0.32 1.26 0.88 - - -0.30 - - -851.93
SE - 0.10 0.26 0.03 - - 0.08 - - -

P-val - 0.00 0.00 0.00 - - 0.00 - - -
(1,2) 435.30 0.27 1.28 0.87 - - -0.27 0.13 - -858.60
SE - 0.14 0.18 0.05 - - 0.11 0.04 - -

P-val - 0.05 0.00 0.00 - - 0.01 0.00 - -
(1,3) 435.39 0.24 1.29 0.87 0.27 - -0.24 0.13 0.02 -856.78
SE - 0.16 0.16 0.05 0.10 - 0.12 0.04 0.16 -

P-val - 0.11 0.00 0.00 0.00 - 0.04 0.00 0.11 -
(2,2) 436.67 0.31 1.29 1.74 -0.78 - -1.17 0.35 - -859.35
SE - 0.20 0.17 0.10 0.10 - 0.28 0.15 - -

P-val - 0.13 0.00 0.00 0.00 - 0.00 0.02 - -
(3,1) 436.81 0.38 1.25 -0.37 0.70 0.31 0.87 - - -859.63
SE - 0.08 0.35 0.09 0.07 0.04 0.06 - - -

P-val - 0.00 0.00 0.00 0.00 0.00 0.00 - - -

Note: Model selection was based on AIC and the LL; SE denotes the standard error.

Using the significance of the parameter estimates, the LL and the AIC, ARFIMA(3,d,1)

and ARFIMA(3,d,2) models were found to provide the best fit for GHCPI and

SACPI inflation series, respectively. From the ARFIMA(3,d,1) model, the value

of the long memory parameter d = 0.38 was found to be positive and statisti-

cally significant at 5% level. This evidence from ARFIMA(3,d,1) displayed in

Table 4.4 strongly supports the presence of long memory, hence persistence, in

the conditional mean of GHCPI inflation. Similarly, ARFIMA(3,d,2) was found

to be appropriate for modelling persistence in the conditional mean of SACPI

inflation series, based on the significance of the parameter estimates, AIC and

the LL (see Table 4.5). The estimate of the fractional differencing parameter

d = 0.43 was also significant, implying the existence of long memory in the con-

ditional mean of the SACPI inflation series. The diagnostics of these models
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Table 4.5: Parameter estimates for ARFIMA models for SACPI inflation series

ARMA LL d Cont. φ1 φ2 φ3 θ1 θ2 θ3 AIC
(1,1) 250.68 0.06 0.74 0.89 - - 0.29 - - -491.36
SE - 0.11 0.09 0.04 - - 0.09 - - -

P-val - 0.57 0.00 0.00 - - 0.00 - - -
(1,2) 250.76 0.13 0.74 0.88 - - 0.22 - - -489.52
SE - 0.20 0.11 0.05 - - 0.18 - - -

P-val - 0.51 0.00 0.00 - - 0.21 - - -
(2,2) 250.77 0.13 0.74 0.96 -0.06 - 0.15 -0.07 - -487.54
SE - 0.19 0.11 0.50 0.44 - 0.51 0.14 - -

P-val - 0.50 0.00 0.06 0.88 - 0.76 0.63 - -
(3,2) 264.38 0.43 0.76 1.40 -1.36 0.76 -0.67 0.78 - -512.77
SE - 0.06 0.38 0.07 0.07 0.06 0.09 0.61 - -

P-val - 0.00 0.00 0.00 0.00 0.00 0.00 0.00 - -
(1,3) 250.82 0.13 0.74 0.89 - - 0.23 -0.04 -0.02 -487.64
SE - 0.18 0.11 0.22 - - 0.17 0.11 0.07 -

P-val - 0.48 0.00 0.00 - - 0.17 0.70 0.70 -

Note: Model selection was based on AIC and the LL. SE denotes the standard error.

are displayed in Table 4.6.

While there exists significant evidence of long memory, which induces persis-

tence in the conditional means of both GHCPI and SACPI inflation series,

the results of diagnostic statistics for all ARFIMA models exhibit some short-

comings in the model building process. For instance, larger values of the J-B

statistics of 12260.80 and 8302.04, respectively for GHCPI and SACPI inflation

series, confirm the non-normality of the residuals. In addition, the values of

the ARCH-LM test statistics 8302.04 and 12260.80, respectively for GHCPI and

SACPI inflation series, are statistically significant, leading to a rejection of the

null hypothesis of no ARCH effects in the residuals. However, the Ljung-Box

test for autocorrelation seems to be statistically different from zero (i.e. 7.82 for

GHCPI and 8.15 for SACPI), hence we fail to reject the null hypothesis of no au-

tocorrelation. In the next chapter, the aspect of volatility is incorporated in the
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Table 4.6: Residual diagnostics test for ARFIMA (p,d,q) models selected for
GHCPI and SACPI inflation series

Type of Test Test Statistic P-val.
ARFIMA (3,0.38,1) for GHCPI
Ljung-Box Test for Resid. Corr 7.82 0.25

ARCH LM Test 60.18 0.00∗
J-B test for Normality 8302.04 0.00∗

ARFIMA (3,0.48,2) for SACPI
Ljung-Box Test for Resid. Corr 8.154 0.14

ARCH LM Test 112.02 0.00∗
J-B test for Normality 12260.80 0.00∗

Note: ∗The Ljung-Box tests the null hypothesis of no autocorrelation against the al-
ternative of the existence of autocorrelation; The ARCH-LM tests the null hypothesis
of no ARCH effect (heteroscedascity) against an alternative of the presence of ARCH
effect; The Jarque-Bera (J-B) tests the null hypothesis that errors are normally dis-
tributed against and alternative of errors not normally distributed. ∗Indicates signifi-
cance at all levels.

ARFIMA models specified for GHCPI and SACPI inflation, meant to cater for

the remaining ARCH effects in modelling persistence in the conditional mean

for the two African countries. For instance, ARFIMA-sGARCH and ARFIMA-

‘gjrGARCH among others, shall be fitted to the GHCPI and SACPI inflation

data in order to improve the performance of the models30.

4.5 Summary

The long memory phenomenon in inflation series is an intriguing subject in the

financial literature, since the presence of long memory contradicts the assump-

tion of the Efficient Market Hypothesis (EMH). This chapter investigates the

presence or absence of long memory property in the GHCPI and SACPI infla-

tion series. The chapter also models the conditional mean of the two inflation

series, after discovering persistence in GHCPI and SACPI inflation series in
30Details of these models are provided in Chapter 5.
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Chapter 3. Indeed, the distributional properties of GHCPI and SACPI are es-

sential, not only for implementation of linear models, but also for determining

the memory characteristics of GHCPI and SACPI inflationary processes. The

GHCPI and SACPI inflation series were found to have violated the normality

assumption, implying that the two series do not follow a random walk process,

but rather a deterministic non-linear process associated with the presence of

long memory. Hence linear statistical models based on normality assumption,

such as the Capital Asset Pricing Model and the Black-Scholes option pricing

models (normally used in stock market studies), will require some modification

in order to model such data.

The study has applied two semi-parametric estimators: LW by Robinson (1995)

and the log-periodogram regression model of Geweke and Porter-Hudak (1983),

together with R/S analysis by Lo (1991), and EML by Sowell (1992), to investi-

gate the presence of long memory in Ghanaian and South African CPI inflation

series. Much emphasis was laid on semi-parametric estimators, especially LW

estimator by Robinson (1995) because it can detect long memory, even in the

presence of structural breaks.

The main findings are that the monthly CPI inflation series of Ghana and

South Africa exhibit the properties of long memory (with varied degree of

persistence), and this is consistent with the results obtained by Hassler and

Wolters (1994), and Doornik and Ooms (2004). This study also examined the

GHCPI and SACPI inflation by modelling the conditional mean by means of

an ARFIMA model. In the first place, different ARFIMA models were specified

for the two inflation series following Sowell (1992) EML estimation method.

Appropriate and competing models were selected through a model selection

criterion based on diagnostic tests on the residuals together with the LL test

statistic and AIC. ARFIMA(3,0.38,1) and ARFIMA (3,0.43,2), were respectively
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specified for GHCPI and SACPI inflation series. To a large extent, these results

agree with those of Gil-Alana and Toro (2002).

The next chapter provides more information on modelling persistence in the

conditional mean of GHCPI and SACPI inflation series by taking care of the

ARCH effects under three distributional assumptions, and also assess the im-

pact of IT monetary policy in dealing with persistence, which is an important

phenomena in monetary formulation by policymakers.



Chapter 5

Modelling Persistence in the

Conditional Mean of Inflation

using ARFIMA-sGARCH and

ARFIMA-‘gjrGARCH Models

5.1 Introduction

Following the work of Granger (1980), Granger and Joyeux (1980), and Hosk-

ing (1981), several recent studies have dealt with the estimation of ARFIMA

process. In fact one convenient way to deal with data with time-dependent con-

ditional heteroscedasticity is to consider an ARFIMA model with GARCH-type

innovations. This model can provide a useful way to examine the relationship

between the conditional mean and variance of a process exhibiting long mem-

ory and the slow decay in its level, hitherto with time-varying volatility. The
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aggregate price level is obviously one of the crucial variables in understanding

the macroeconomy. Another point worthy of note is the issue of how aggregate

prices adjust to shocks. For instance, in their research, Barsky (1987), Ball and

Cecchetti (1990), Kim (1993), and Nelson and Schwert (1997), have established

evidence of two unit roots in prices, implying that any shock has a permanent

effect on inflation. Similarly, Brunner and Hess (1993) modelled US inflation

as an I(0) process before 1960, but it has become non-stationary, I(1) since that

time.

The perceived non-stationarity in inflation is far from harmless in terms of

economic implications. For example, inflation is the sole relevant measure of

the opportunity cost of holding money in most developing countries like Ghana

and South Africa. Again, knowledge of whether or not the inflation rate is non-

stationary is also important (given emerging efforts towards financial liberali-

sation in some developing countries) to the empirical estimation of the long-run

relationship between the ex-ante inflation rate and the nominal interest rates.

The primary goal of this chapter is to extend the ARFIMA model, which has a

fractionally integrated conditional mean with the standard generalised sGARCH

by Bollerslev (1986) and ‘gjrGARCH by Glosten et al. (1993) processes, to de-

scribe time-dependent heteroscedascity. Among other things, this chapter em-

ploys ARFIMA-sGARCH together with ARFIMA-‘gjrGARCH, after having es-

tablished the presence of non-stationary long memory with varied degrees of

persistence in GHCPI and SACPI inflation series. One advantage of the ARFIMA

model is that it has the fractional integration parameter explicitly incorpo-

rated into the model, allowing one to estimate it jointly with other parame-

ters. In this respect, the main contributions of this chapter are twofold. First,

the ARFIMA model is known to be able to capture the long memory property

in the conditional mean, in this case the GHCPI and SACPI inflation series.
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However, the diagnostic residuals from the ARFIMA model revealed the pres-

ence of ARCH effects (see Chapter 4). Thus, it is evident that the long memory

property in the conditional mean of CPI inflation may not be modelled suffi-

ciently by an ARFIMA model. Second, this chapter extends the ARFIMA pro-

cess, which has a fractionally integrated conditional mean with the sGARCH

and ‘gjrGARCH processes to describe time-dependent heteroscedasticity under

three distributional assumptions.

The remainder of this chapter is presented as follows: Section 5.2 provides

characteristics of volatility process using the residual plots, data and method-

ology. Section 5.3 displays the empirical results of ARFIMA-sGARCH and

ARFIMA-‘gjrGARCH processes under three different distributional assump-

tions. Finally, Section 5.4 outlines the chapter summary.

5.2 Data and Methodology

5.2.1 Descriptive statistics

The data used in this study comprise of log monthly CPI inflation of Ghana

and South Africa, respectively covering the period January 1971 to October

2014 and January 1995 to December 2014. Both data sets were respectively

obtained from the BoG and Stats SA. Figures 5.1 and 5.2 demonstrate evi-

dence of volatility clustering, i.e. burst of high volatility separated by periods

of relative tranquility. Hence, returns of GHCPI and SACPI inflation are not

normally distributed with mean, µ = 0 and variance, σ2 = 1 at each point in

time31. Instead, it is fair to establish that σ2
t changes with time t .

31Details of descriptive statistics are presented in Table 4.1. (Chapter 4).
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Figure 5.1: Residual plots for GHCPI inflation for ARFIMA(3,0.38,1)

The time-varying nature observed in Figures 5.1 and 5.2 is that which is re-

ferred to as heteroscedasticity, where periods of high volatility are followed by

periods of high volatility, and also periods of low volatility are followed by peri-

ods of low volatility for a prolonged period of time. Again, Figures 5.1 and 5.2

confirm the presence of ARCH effects reported in the previous chapter, hence

the need to extend the ARFIMA model with time-varying GARCH components,

specifically sGARCH and ’gjrGARCH under three distributional assumptions.

By extending the ARFIMA model with time-varying volatility components, the

remaining ARCH effects will be dealt with, hence resulting in obtaining a good

model for the conditional mean for the two countries.
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Figure 5.2: Residual plots for SACPI inflation for ARFIMA(3,0.43,2)

5.2.2 Methodology

Following Equations (2.67), (2.69) and (2.72), ARFIMA-sGARCH and ARFIMA-

‘gjrGARCH specifications have been employed because of their greater flex-

ibility in dealing with the remaining ARCH effects in the conditional mean

modelling process for GHCPI and SACPI inflation under three distributional

assumptions32.

5.3 Empirical Results

To get the parameters p and q of an ARMA to fit the GHCPI and SACPI in-

flation series, an Akaike Information Criterion (AIC), was applied to evaluate

the ARMA models and the results are displayed in Table 5.1. Based on the

LL an ARMA(3,1) and ARMA(3,2) models were selected for GHCPI and SACPI
32Details of these models are provided in Chapter 2.
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inflation series, confirming the results in Chapter 4.

Table 5.1: Criteria for ARMA(p,q) selection

GHCPI inflation series
ARMA LL AIC

(1,1) 430.96 -851.93
(1,2) 435.30 -858.60
(1,3) 435.39 -856.78
(2,2) 436.67 -859.35
(3,1) 436.81 -859.81

SACPI inflation series
(1,1) 250.68 -491.36
(1,2) 250.76 -489.52
(2,2) 250.77 -487.54
(3,2) 264.38 -512.77
(1,3) 250.82 -487.64

Note: Criteria for ARMA(p,q) selection is based on the LL and AIC (Akaike, 1974).

Table 5.2 presents the extension of the ARFIMA model with sGARCH and ’gjr-

GARCH volatility components under three distributional assumptions. These

models were estimated using the EML by Sowell (1992).

In Table 5.2, ARFIMA(3,d,1)-sGARCH(1,1) and ARFIMA(3,d,1)-‘gjrGARCH(1,1)

under GED provided the best fit for modelling persistence in the conditional

mean of GHCPI inflation series. Correspondingly, the fitted models for SACPI

inflation are ARFIMA(3,d,2)- sGARCH(1,1) and ARFIMA(3,d,2)-‘gjrGARCH(1,1),

all under STD. The selection of these models were based on the LL and AIC.

Tables 5.3 and 5.4 present the two competing models for goodness of fit, for

GHCPI inflation series under GED.

Tables 5.3 and 5.4 display the results for modelling the persistence in the condi-

tional mean of GHCPI inflation series from the two selected models, which are

ARFIMA(3,0.37,1)-sGARCH(1,1) and ARFIMA(3,0.35,1)-‘gjrGARCH(1,1), un-

der GED assumption. A close inspection of Tables 5.3 and 5.4 reveals the signif-
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Table 5.2: Fitted models for GHCPI and SACPI inflation series

Criteria Norm STD GED
GHCPI inflation series

ARFIMA(3,d,1)-sGARCH(1,1)
Log.lik 255.02 429.73 430.61

AIC -1.95 -1.62 -1.63
ARFIMA(3,d,1)-‘gjrGARCH(1,1)

LL 282.21 429.12 434.66
AIC -1.05 -1.62 -1.64

SACPI inflation series
ARFIMA(3,d,2)-sGARCH(1,1)

LL 197.58 210.60 206.19
AIC -1.63 -1.74 -1.69

ARFIMA(3,d,2)-‘gjrGARCH(1,1)
LL 206.39 215.05 212.30
AIC -1.69 -1.76 -1.74

Note: Model selection was based on the LL and AIC.

Figure 5.3: ACF of squared standardised residuals and news impact curve for
ARFIMA(3,0.37,1)-sGARCH(1,1) of GHCPI inflation series
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Table 5.3: ARFIMA(3,d,1)-sGARCH(1,1) under GED for GHCPI inflation series

Variables Estimates SE t-val. P-val. Nyblom stats.
µ 2.79 0.00 2566.11 0.00∗ 0.73
φ1 1.69 0.00 1775.59 0.00∗ 0.07
φ2 -0.64 0.00 -836.66 0.00∗ 0.06
φ3 -0.08 0.00 -345.75 0.00∗ 0.06
θ1 -0.78 0.00 -269.22 0.00∗ 0.94
d 0.37 0.00 224.93 0.00∗ 1.17
ω 0.00 0.00 1.64 0.10 0.82
α 0.37 0.11 3.42 0.00∗ 2.59
β 0.62 0.11 5.67 0.00∗ 0.83
κ 0.66 0.04 14.66 0.00∗ 0.20

LL 430.61 - - - -
AIC -1.63 - - - -
Q2(.) 1.64 - - 0.89 -

ARCH-LM Test 1.64 - - 0.99 -
Sign Bias Test t-val. Prob. sig.

Sign Bias 1.58 0.11
Negative Sign Bias 0.61 0.55
Positive Sign Bias 0.09 0.93

Joint Effect 4.10 0.25

Note: ∗Denotes the significance of all parameters; Box-Pierce Q2(.) statistics fail to
reject the null hypothesis of no serial correlation; ARCH-LM test also fails to reject the
null hypothesis of no ARCH effects. d denotes the fractional differencing parameter.

icance of all parameter estimates, except the intercept ω in the variance equa-

tion from both models and the ARCH, α component of the ARFIMA(3,0.35,1)-

‘gjrGARCH(1,1) model. All parameters were found to be stable (according

to Nyblom statistics) and the sign bias test presented also revealed a non-

rejection of no sign effect. There also appears to be a symmetric effect of in-

flationary shocks (negative and positive) (see Figure 5.3) in ARFIMA(3,0.37,1)-

sGARCH(1,1) model compared to an asymmetric effect of these inflationary

shocks (negative and positive) in ARFIMA(3,0.35,1)-‘gjrGARCH(1,1) on GHCPI

inflation series (see Figure 5.4). The results further show a considerable high

volatility and persistence (α + β) of 0.98 for ARFIMA(3,0.37,1)-sGARCH(1,1)
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Table 5.4: ARFIMA(3,d,1)-‘gjrGARCH(1,1) under GED for GHCPI inflation se-
ries

Variables Estimates SE t-val. P-val. Nyblom stats.
µ 2.67 0.00 974.10 0.00∗ 0.65
φ1 1.72 0.00 1561.47 0.00∗ 0.08
φ2 -0.66 0.00 -913.48 0.00∗ 0.19
φ3 -0.07 0.00 -1481.65 0.00∗ 0.62
θ1 -0.79 0.00 -1952.12 0.00∗ 1.09
d 0.35 0.00 777.47 0.00∗ 1.48
ω 0.00 0.00 1.38 0.17 1.09
α 0.14 0.10 1.33 0.18∗ 1.59
γ 0.66 0.14 4.73 0.00∗ 1.07
β 0.41 0.15 2.65 0.01∗ 2.67
κ 0.68 0.05 14.39 0.00∗ 0.15

LL 434.67 - - - -
AIC -1.64 - - - -
Q2(.) 2.96 - - 0.71 -

ARCH-LM Test 3.01 - - 0.98 -
Sign Bias Test t-val. Prob. sig.

Sign Bias 1.01 0.32
Negative Sign Bias 0.34 0.73
Positive Sign Bias 0.08 0.93

Joint Effect 1.58 0.66

Note: ∗Denotes the significance of all parameters; Box-Pierce Q2(.) statistics all fail
to reject the null hypothesis of no serial correlation; ARCH-LM test also fails to reject
the null hypothesis of no ARCH effects; γ denotes the leverage effect.

and 0.54 for ARFIMA(3,0.35,1)-‘gjrGARCH(1,1), which are in line with the ex-

pectations.

Again, from Tables 5.3 and 5.4, the ARCH-LM test statistics from both models

indicate that there is no ARCH effects up to lag 27 in the standardised residu-

als for GHCPI. Box-Pierce Q-statistics of standardised squared residuals were

found to be serially uncorrelated. Taking the overall model assessment dis-

played in Table 5.5 into consideration, ARFIMA(3,0.35,1)-‘gjrGARCH(1,1) ap-

pears to provide a good fit for GHCPI inflation series, since it has the highest
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Figure 5.4: ACF of squared standardised residuals and news impact curve for
ARFIMA(3,0.35,1)-’gjrGARCH(1,1) of GHCPI inflation

LL (434.67) and the lowest AIC (−1.64). This model has been used to forecast

ten-month inflation rates (see Appendices 5.1 and 5.2) with residual analysis

provided in the appendix, where the forecast or predicted rates appear to be

increasing into the future.

Table 5.5: Assessment of goodness of fit under GED for GHCPI inflation series

Criteria ARFIMA(3,0.37,1)-sGARCH(1,1) ARFIMA(3,0.35,1)-’gjrGARCH(1,1)
LL 430.61 434.66

MSE 0.00 0.00
MAE 0.04 0.04

ARCH-LM 1.64 3.00
Q2(.) 1.64 2.95
AIC -1.63 -1.64

Note: Goodness of fit was based on the LL and AIC.

The results of ARFIMA(3,0.50,2)-sGARCH(1,1) and ARFIMA(3,0.50,2)-‘gjrGARCH(1,1)
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Table 5.6: ARFIMA(3,d,2)-sGARCH(1,1) under STD for SACPI inflation series

Variables Estimates SE t-val. P-val. Nyblom stats.
µ 2.06 0.13 16.35 0.00∗ 0.14
φ1 0.94 0.10 9.28 0.00∗ 0.06
φ2 0.73 0.09 7.87 0.00∗ 0.06
φ3 -0.69 0.07 -10.54 0.00∗ 0.07
θ1 -0.02 0.02 -1.07 0.29 0.07
θ2 -0.94 0.02 -40.39 0.00∗ 0.06
d 0.50 0.12 4.03 0.00∗ 0.10
ω 0.00 0.00 2.23 0.03 0.17
α 0.33 0.11 2.86 0.00∗ 0.26
β 0.59 0.10 5.89 0.00∗ 0.14
ν 4.86 0.55 3.13 0.00∗ 0.16

LL 210.60 - - - -
AIC -1.74 - - - -
Q2(.) 1.98 - - 0.851 -

ARCH-LM Test 2.47 - - 0.991 -
Sign Bias Test t-val. Prob. sig.

Sign Bias 0.63 0.53
Negative Sign Bias 1.20 0.23
Positive Sign Bias 0.44 0.66

Joint Effect 1.64 0.65

Note: ∗Denotes the significance of all parameters; Box-Pierce Q2(.) statistics fail to
reject the null hypothesis of no serial correlation; ARCH-LM test also fails to reject
the null hypothesis of no ARCH effects.

specified for modelling persistence in the conditional mean of SACPI inflation

series are presented in Tables 5.6 and 5.7. The parameter estimates for both

models are also presented in Tables 5.6 and 5.7 for modelling persistence in

the conditional mean of SACPI inflation series. Specifically, ARFIMA(3,0.50,2)-

sGARCH(1,1) and ARFIMA(3,0.50,2)-‘gjrGARCH(1,1) were specified to describe

persistence in the conditional mean under STD assumption. All the parameter

estimates from the two models were found to be significant with the exception

of MA(1) in both models and the ARCH α component in ARFIMA(3,0.50,2)-

‘gjrGARCH(1,1). All parameters were found to be stable (according to Ny-

blom statistics) and the sign bias test presented in both tables reveals a non-
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Table 5.7: ARFIMA(3,d,2)-‘gjrGARCH(1,1) under STD distribution for SACPI
inflation series

Variables Estimates SE t-val. P-val. Nyblom stats.
µ 2.02 0.16 12.88 0.00∗ 0.13
φ1 0.91 0.12 7.76 0.00∗ 0.09
φ2 0.76 0.09 8.51 0.00∗ 0.09
φ3 -0.69 0.08 -8.87 0.00∗ 0.09
θ1 -0.02 0.02 -0.79 0.43 0.11
θ2 -0.94 0.02 -38.53 0.00∗ 0.08
d 0.50 0.15 3.32 0.00∗ 0.07
ω 0.00 0.00 2.47 0.01 0.25
α 0.04 0.07 0.51 0.61 0.19
γ 0.61 0.09 6.91 0.00∗ 0.21
β 0.48 0.18 2.57 0.01∗ 0.28
ν 5.81 2.12 2.74 0.01∗ 0.15

LL 215.06 - - - -
AIC -1.77 - - - -
Q2(.) 0.47 - - 0.99 -

ARCH-LM Test 3.01 - - 1.00 -
Sign Bias Test t-val. Prob. sig.

Sign Bias 0.76 0.45
Negative Sign Bias 0.57 0.57
Positive Sign Bias 0.42 0.68

Joint Effect 1.16 0.76

Note: ∗Denotes the significance of all parameters; Box-Pierce Q2(.) statistics all fail
to reject the null hypothesis of no serial correlation; ARCH-LM test also fails to reject
the null hypothesis of no ARCH effects; γ denotes the leverage effect.

rejection of no sign bias effect. There appears to be a symmetric effect of in-

flationary shocks (negative and positive) (see Figure 5.5) in ARFIMA(3,0.50,2)-

sGARCH(1,1) model compared to the asymmetric effect of these inflationary

shocks (negative and positive) in ARFIMA(3,0.50,2)-‘gjrGARCH(1,1) on SACPI

inflation series33. The results, in addition, show a considerable high volatil-

ity and persistence (α+ β) of 0.91 for ARFIMA(3,0.50,2)-sGARCH(1,1) and 0.50

for ARFIMA(3,0.50,2)-‘gjrGARCH(1,1). Similarly, the ARCH-LM test statistics
33see Engle and Ng (1993), and Chiang and Doong (2001) for details of positive and negative

shocks on volatility.



An Eextension of ARFIMA Model with sGARCH and ’gjrGARCH 131

Figure 5.5: ACF of squared standardised residuals and news impact curve for
ARFIMA(3,0.50,2)-sGARCH(1,1) of SACPI inflation series

from both models indicate that there is no ARCH effect up to lag 27 in the

standardised residuals. Box-Pierce Q-statistics of standardised squared resid-

uals are serially uncorrelated. In Table 5.8, ARFIMA(3,0.50,2)-‘gjrGARCH(1,1)

seems to provide a good fit for SACPI inflation, based on the LL (215.06) and

lowest AIC (−1.77). This model was therefore used to forecast a ten-month

inflation rates for South Africa with the residuals analysis provided in the ap-

pendix, where the predicted rates appear to be increasing into the future (see

Appendices 5.3, 5.4 and 5.5).

5.4 Summary

Chapter 5 has explored the extension of the ARFIMA process with sGARCH

and ’gjrGARCH models to describe the time-dependent heteroscedasticity and

persistence in the conditional mean of CPI inflation series of Ghana and South
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Figure 5.6: ACF of squared standardised residuals and news impact curve for
ARFIMA(3,0.50,2)-’gjrGARCH(1,1) of SACPI inflation series

Table 5.8: Assessment of goodness of fit under STD distribution for SACPI
inflation series

Criteria ARFIMA(3,0.50,2)-sGARCH(1,1) ARFIMA(3,0.50,2)-’gjrGARCH(1,1)
LL 210.60 215.06

MSE 0.01 0.01
MAE 0.01 0.01

ARCH-LM 2.47 3.01
Q2(.) 1.99 0.47
AIC -1.74 -1.77

Note: Goodness of fit was based on the LL and AIC.

Africa under three distributional assumptions (i.e., Norm, STD, and GED).

ARFIMA(3,0.35,1)-gjrGARCH(1,1) under GED and ARFIMA(3,0.50,2)-gjrGARCH(1,1)

under STD provided the best fit for modelling the time-dependent heteroscedas-

ticity and persistence in the conditional mean of CPI inflation series of Ghana

and South Africa. Results from this chapter have provided a strong evidence
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of persistence in relation to asymmetric effect of inflationary shocks in the CPI

inflation series of Ghana and South Africa, thus confirming the studies con-

ducted by Caporale and Caporale (1998).

Although ARFIMA(3,0.35,1)-‘gjrGARCH(1,1) under the GED assumption and

ARFIMA(3,0.50,2)-‘gjrGARCH(1,1) under the STD, seem to provide a good fit

to GHCPI and SACPI inflation series respectively, but the mere presence of

long memory raises an issue of regime shifts or non-linearities. In particu-

lar, overlooking non-linearities can result in misleading in-sample diagnostics

(Potter, 1995). The next chapter introduces non-linear specifications in the con-

text of structural breaks and fractional integration. The aim is to obtain the

true inflation persistence and also ascertain the impact of IT monetary policy

in managing inflation persistence since its introduction by Ghana and South

Africa (Parker and Rothman, 1997; Montgomery et al., 1998; Rothman, 1998).



Chapter 6

Non-Linearity, Structural Breaks

and Fractional Integration in

Inflation Series

6.1 Introduction

Keeping a low steady rate of inflation is one of the government’s most impor-

tant responsibilities. Inflation is also related to the real interest rate, output

and unemployment through various economic models. Indeed, economists have

shown continued interest in this essential economic variable. The most impor-

tant question related to inflation is: Does non-linearity exist in inflation? The

answer to this question, which has important policy implications, can support

or endanger the validity of several important economic models. Hence, a clear

understanding of the changing aspects of inflation is crucial to any economy be-

cause it is regarded as a significant variable in a number of economic models,
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whose legitimacy critically relies on whether or not this variable is stationary.

In practice, many economic time series models rely on linearity. Nonetheless,

it has often been found that simple linear time series regularly leaves certain

aspects of economic and financial data inexplicable. Again, economic and fi-

nancial systems are often subjected to structural and behavioural changes and

thus, it is rational to assume that different time series models may be required

to explain empirical data such as inflation (Orphanides and Wieland, 2000).

Non-linearity in inflation may reflect different speeds of adjustment toward

equilibrium or the level set by policymakers. This implies that the speed of ad-

justment increases as inflation rate deviates from the equilibrium position (Or-

phanides and Wieland, 2000). For countries such as Ghana and South Africa,

whose central banks (i.e. BoG and SARB) tend to keep inflation within a target

range, non-linearity in inflation may come from the response of monetary pol-

icy to inflation. As it has been pointed out in Orphanides and Wieland (2000),

when there are more objectives than just inflation stabilisation, central banks

may have to shift their attention to other objectives, such as output stabilisa-

tion or low unemployment, as inflation may be near or within the target range.

Recent empirical literature shows that the dynamic generating mechanism of

inflation series is asymmetric, discovered in the two series in Chapter 5, mean-

ing that the behaviour is different during different phases of business cycle.

This, therefore, implies the possibility of non-linearity in inflation series. For

instance, Shyh (2010) provided evidence of non-linearity in inflation rate in

OECD countries. In his research, Yildirim (2004) also provided evidence of non-

linearity in Turkish inflation series after fitting logistic smooth transition au-

toregressive model (LSTAR). The issue of testing and modelling non-linearity

in inflation series continues to attract attention because they outperform their

linear counterparts in terms of inference and forecasting.
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In the existing literature, few studies have empirically examined the possibility

of non-linearity in inflation, especially in Sub-Saharan Africa, and those that

are available are based on linear trends, intercepts, and at most, structural

breaks at fixed points in time. This study is an attempt to bridge this gap.

We have sought to make a contribution to the existing literature on inflation

studies by proposing a model with potential non-linear trends and structural

breaks, where the errors are assumed to be fractionally integrated, I(d). This

framework is applied to two Sub-Saharan countries: Ghana and South Africa,

which are countries with an IT policy. Indeed, this chapter combines fractional

integration with non-linear deterministic terms based on the Chebyshev poly-

nomials in time for the analysis of inflation series of Ghana and South Africa

in Sub-Saharan Africa. This analysis requires non-linear deterministic terms

in the context of fractional integration using a recently developed approach by

Cuestas and Gil-Alana (2016).

This thesis seeks to address the issue of non-linearities in the context of struc-

tural breaks and fractional integration. To our knowledge, modelling non-

linearity in the context of fractional integration and structural breaks has not

been done, hence an opportunity to fill this gap.

In the case of South Africa, Cuestas and Gil-Alana (2016) estimated a fraction-

ally integrated model with non-linear deterministic trends of inflation series

in five countries (Angola, Botswana, Lesotho, Namibia and South Africa) using

the 2002 to 2013 data span. The results of their study revealed the existence of

non-linearities in Angolan and Lesotho’s inflation series, whereas inflation se-

ries of Botswana, Namibia and South Africa had no non-linearities. This study

extends the concept of non-linearities by including structural breaks in the

context of fractional integration together with deterministic trends employed

by Caporale et al. (2015). Largely, the inclusion of structural breaks and an in-



Non-Linearities, Structural Breaks and Fractional Integration 137

creased sample size may give new evidence on non-linearities of South African

inflation series.

The rest of the chapter is organised as follows: Section 6.2 provides some em-

pirical evidence, while Section 6.3 focuses on data and research methodology.

Discussion of empirical results are presented in Section 6.4, while a summary

of concluding remarks are presented in Section 6.5.

6.2 Empirical Evidence

Properties of inflation rates have been extensively explored in the literature.

A common feature that runs through most related research is the issue of the

degree of persistence of shocks, which is related to the unending debate about

the possible existence of unit roots in inflation series. For instance, Baba et al.

(1988), King et al. (1991), Jahansen (1992), Ericsson and Irons (1994), Evans

and Lewis (1995), Crowder and Hoffman (1996), Ericsson et al. (1998), Hendry

(2001), Ng and Perron (2001), Rapach and Weber (2004), Lee (2005), and Rus-

sell and Banerjee (2008), have presented an argument that inflation contains

a unit root, meaning that shocks to inflation are completely persistent. On the

other hand, other researchers such as Rose (1988), Culver and Papell (1997),

Papell and Prodan (2004), and Noriega et al. (2014), argued that inflation is

a stationary variable, and therefore suggested that the impact of economic

shocks are transitory.

A number of studies have also claimed that inflation is a fractionally integrated

process, with a differencing parameter significantly different from zero and

unity. For example, Backus and Zin (1993), found the USA monthly data to be

fractionally integrated; Hassler (1993), and Delgado and Robinson (1994) pro-
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vided evidence of long memory in the Swiss and Spanish inflation in that order,

and Hassler and Wolters (1994), Baillie et al. (1996), and Baum et al. (1999)

all also found inflation to be fractionally integrated. However, the failure of

such studies to consider the issue of structural breaks impaired their findings

(Diebold and Inoue, 2001; Granger and Hyung, 2004).

In recent times, non-linearities have also attracted interest among economic

researchers. Although research in this area has provided contradictory or

mixed results, depending on the methodology employed (Potter, 1995; Granger

and Terasvirta, 1999; Ng and Perron, 2001). Most of these non-linear models

are based on smooth transition autoregressive (STAR) models and Markov-

switching regime models. These models were actually set for different linear

AR models based on linear trends, intercepts, or at most structural breaks at

fixed points in time. This thesis adopts a completely different approach to ad-

dress the problem of non-linearities in the context of fractional integration.

6.3 Data and Methodology

6.3.1 Descriptive statistics

The data considered in this section characterises the log monthly inflation se-

ries of Ghana and South Africa, covering the period January 1971 to October

2014 and January 1995 to December 2014, respectively. The data sets were ob-

tained from the BoG and Stats SA. Figures 6.1 and 6.2 describe the behaviour

of these two inflation series.
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Figure 6.1: The behaviour of GHCPI inflation series

6.3.2 Methodology

This study employs the methodology recently developed by Cuestas and Gil-

Alana (2016) which assumes a non-linear trend based on Chebyshev polyno-

mial in time, together with fractionally integrated errors34.

6.4 Empirical Results

The empirical section began by conducting a test proposed by Cuestas and Gil-

Alana (2016) to test for fractional integration in the context of non-linear de-

terministic trends. The results are displayed in Table 6.1. It can be observed

that the estimated values of d are 1.11 and 1.32 respectively, for GHCPI and
34Details of this methodology is provided in Chapter 2.
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Figure 6.2: The behaviour of SACPI inflation series

SACPI inflation series. However, focusing on the estimated coefficients for the

deterministic terms, it can be perceived that d for GHCPI and SACPI inflation

series remain statistically insignificant, hence rejecting the hypothesis of non-

linearities in the two series examined.

Table 6.1: Estimates of d in the context of non-linear trends for GHCPI and
SACPI inflation series

Series d θ1 θ2 θ3 θ3

GHCPI inflation series 1.11 -14.32 16.43 -1.91 -3.46
(1.04, 1.19) (-0.07) (0.13) (-0.03) (-0.10)

SACPI inflation series 1.32 9.09 -0.14 4.42 -7.38
(1.21, 1.42) (0.47) (-0.01) (1.01) (-0.90)

Note: The values in parenthesis in the second column refer to the 95% confidence
band. In the remaining columns are the t-values.
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Owing to the rejection of the null hypothesis of non-linearities in the two infla-

tion series, we then assume a linear model of the form given in Equation (2.76),

and the results are presented in Table 6.2.

Table 6.2: Estimates of d with a linear model for GHCPI and SACPI inflation
series

Series No regressors An intercept A linear time trend
White noise errors

GHCPI inflation series 1,11 1,11 1,11
(1.05, 1.19) (1.05, 1.19) (1.05, 1.19)

SACPI inflation series 1,21 1,45 1,45
(1.11, 1.33) (1.34, 1.59) (1.34, 1.59)

Autocorrelated (Bloomfield) errors
GHCPI inflation series 1,22 1,22 1,22

(1.01, 1.45) (1.01, 1.45) (1.01, 1.45)
SACPI inflation series 1,10 1,18 1,18

(0.89, 1.40) (0.96, 1.46) (0.96, 1.46)

Note: The values in parenthesis refer to the 95% confidence bands.

Table 6.2 displays the estimates of d in Equation (2.76) for the three cases of

(a) no regressors, β0 = β1 = 0 in Equation (2.76), (b) an intercept, β0 = 0 and

β1 unknown, and (c) an intercept with a linear time trend, β0 and β1 unknown,

for the two cases of uncorrelated (white noise) and autocorrelated (Bloomfield)

errors. These results indicate that the intercept is sufficient to describe the

deterministic terms and the estimated values of d are 1.11 and 1.45 respec-

tively, for Ghanaian and South African inflation series under white noise er-

rors, and 1.22 and 1.18 under autocorrelated disturbances. In fact, the unit root

hypothesis (i.e., d = 1) is rejected in favour of a higher order of integration for

the Ghanaian inflation series, while this hypothesis cannot be rejected for the

South African series with the model of Bloomfield (1973)35.

35This is based on the t-values of the coefficients in the d-differenced processes (unreported).
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Figure 6.3: Periodogram of GHCPI inflation series for all frequencies

Note: This periodogram depicts all frequencies

Figure 6.4: Periodogram of SACPI inflation series for all frequencies

Figures 6.3 and 6.4 display the periodograms of the two series. The peri-

odogram is an asymptotically unbiased estimate of the spectral density func-

tion, and under the fractionally integrated specification in Equation (2.75), we

expect the periodogram to display the highest value at the smallest (zero) fre-

quency. This is precisely what we observe for the periodogram of the inflation

series of Ghana in Figures 6.3. However, for the South African series, the
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highest value corresponds to a non-zero frequency (Figure 6.4). Again, a close

inspection of Figures 6.5 and 6.6 reveals interesting results confirming the pre-

vious results, where the third frequency corresponds to the cycle of length T
3
,

which is equivalent to 80 periods (months) for SACPI inflation series.

Figure 6.5: Periodogram of GHCPI inflation series for the first 50 frequencies

Note: This periodogram depicts on 50 frequencies

We now try a non-zero cyclical fractional representation for this series, using

the model in Equation (2.76), but replacing the second equation by Equation

(2.78). The results are reported in Table 6.3. As before, only an intercept is

required to describe the deterministic part, r which is equal to 80 periods (as

suggested by the periodogram in Table 6.3) and the differencing parameter, d

found to be 0.71, implying non-stationarity but mean reverting behaviour in

SACPI inflation series.
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Figure 6.6: Periodogram of SACPI inflation series for the first 50 frequencies

Note: This periodogram depicts on 50 frequencies

Table 6.3: Estimate of d in the context of cyclical fractional integration for
SACPI

Series r Constant d
SACPI inflation series 80 6.24(17.65) 0.71 (0.64, 0.81)

Note: The value in parenthesis in the third column is a t-value, while in the fourth
column is the 95% confidence band.

6.5 Summary

This Chapter investigated the Ghanaian and the South African inflation se-

ries by means of fractional integration method, combined with linear and non-

linear structures. The analysis began by testing for non-linearities, after adopt-

ing the approach suggested by Cuestas and Gil-Alana (2016) that allows for

non-linear deterministic terms and structural breaks in the context of frac-

tional integration. The results indicate that the two series are highly persis-

tent with orders of integration d, far above 1 in the two series.

Both series also appeared to be well described by means of an intercept (or
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mean), after applying the linear deterministic approach, with Ghana inflation

series found to be highly persistent and non-mean reverting. However, for

South African inflation series, a cyclical I(d) model was found to be more ade-

quate in dealing with inflation persistence. In this case, the order of fractional

integration was found to be smaller than 1, (i.e., 0.7), depicting mean reversion

with the length of the cycles approximated to last for 80 periods (or months).

These discrepancies in inflation persistence, to a large extent, are attributed

to the introduction of the IT monetary policy by both countries. Even though

inflation persistence in Ghana seems to be on a higher side and non-mean re-

verting, whereas that of South Africa appears to be mean reverting and cycli-

cal, the impact of the IT monetary policy in curtailing inflation persistence in

both countries seems to have achieved some success, and therefore, must be

strengthened. The next chapter combines all these properties in a state space

model to estimate the threshold effect of inflation on economic growth.



Chapter 7

Threshold Effect of

Inflation-Growth Nexus using

State Space Model

7.1 Introduction

Many macroeconomic economic policies are often geared towards high and sus-

tained productivity and growth together with moderate or low inflation. How-

ever, the issue of the existence and the nature of relationship between inflation

and economic growth is often downplayed. Even though inflation-growth nexus

is still subject to discussion, the in-depth research on this matter has uncovered

some important results and a relatively wide compromise about some aspects

of this relationship has been reached.

Indeed, many governments have repeatedly targeted a low, but positive rate of
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inflation because they believe that persistently high inflation can have dam-

aging economic and social consequences such as income redistribution, falling

real incomes, negative real interest rates, cost of borrowing, etc. For instance,

Lee and Wong (2005) investigated the existence of inflation thresholds with a

threshold regression model for Taiwan and Japan using a data set for the pe-

riod 1962-2002 and 1970-2001, respectively. Their results revealed a threshold

level of 7.25% for Taiwan and 9.66% for Japan. Similarly, Pollin and Zhu (2006)

found the existence of a non-linear relationship between inflation and economic

growth for 80 countries for the period 1961-2000, using the middle-income and

low-income countries. An estimated inflation threshold of 15% and 18%, above

which inflation is detrimental to economic growth and below which it is benefi-

cial to economic growth, was established for middle-income and low-income, in

that order.

Kan and Omay (2010) re-examined the threshold effects of inflation and its

adverse effects on economic growth using panel data from six industrialised

economies, namely Japan, Canada, France, Italy, UK and USA, during the pe-

riod 1972-2005. In their study, they made use of a panel smooth transition

regression model (PSTR) which accounted for non-linearities. After controlling

for the unobserved heterogeneity in both cross-section and time dimensions,

they found a threshold level of 2.52%, above which inflation negatively and sig-

nificantly affects economic growth.

Mignon and Villavicencio (2011) also conducted a similar study for 44 lower-

middle and low-income countries for the period 1961-2007, using panel smooth

threshold regression model, and found a threshold level of 19.6%. In another

study, Vaona and Schiavo (2007) conducted research on non-parametric and

semi-parametric evidence on the long-run effects of inflation on growth. In

their research, they adopted both non-parametric and semi-parametric instru-
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mental variable estimators to show that the relationship between inflation and

output growth is non-linear, and that there exists a threshold level below which

inflation has no effects on growth.

In another dimension, Eggoh and Khan (2014) conducted a study on non-

linear relationship between inflation and economic growth using a large panel

data set from both developed and developing economies, employing the PSTR

and dynamic generalised method of moments (GMM) techniques, and their

study highlighted two aspects of the inflation and economic growth relation-

ship. First, they analysed the non-linearity of the relationship and identified

several thresholds for the global sample and for various income-specific sub-

samples. Second, they identified some country-based macroeconomic features

that influence this non-linearity. Their results, to a large extent substanti-

ated both views and validated the fact that inflation and economic growth are

non-linear and sensitive to a country’s level of financial development, capital

accumulation, trade openness and government expenditures.

Ibarra and Trupkin (2011) re-examined the relationship between inflation and

growth and ascertained whether institutions matter in developing countries.

By means of a large panel of countries during the period 1950-2009, they esti-

mated inflation thresholds above which its association with economic growth is

expected to be negative, taking into account differences in institutions across

countries. They found a threshold level of 19.1% for non-industrialised coun-

tries and a high speed of transition from low to high inflation regimes. First,

in line with previous literature, they found the estimated threshold level for

developing countries to be substantially higher those those of developed coun-

tries.

From the literature cited so far, several observations can be pointed out. In



Threshold Effect of Inflation-Growth Nexus using State Space Model 149

the first place, there appears to be a compromise of some sort on the fact

that inflation-growth relationship is non-linear, which then implies the exis-

tence of threshold level below which inflation has either insignificant impact

or positive impact on economic growth, and above which inflation has a neg-

ative impact on economic growth. Second, there seems to be a dissimilarity

of the thresholds levels across countries depending on the stage of economic

development, institutional arrangements and structural realities. Thirdly, it

looks as if higher threshold levels are associated with developing countries

compared to the lower thresholds for the developed or industrialised countries,

and this probably may be attributed to sound macroeconomic policies being im-

plemented in those developed countries (Seleteng et al., 2013).

Lastly, data problems, methodological issues (be it linear or non-linear) and es-

timation techniques among others, could be the underpinning explanations to

the variations in the threshold values underscored in the literature cited so far.

For instance, a number of research alluded to in literature, applied linear mod-

els based on ordinary least squares (OLS) estimation techniques and threshold

models such as PSTR, GMM, semiparametric instrumental variable (SIV) es-

timation methods and non-parametric instrumental variable (NIV) estimation

methods. For example, the use of linear models based on OLS requires strict

assumptions of normality for reliable parameter estimates, since time series

data are often non-normal.

This thesis, therefore, utilises a state space model, which is a more robust ap-

proach to analyse the threshold effect of inflation on economic growth. We are

motivated to examine the threshold effect of inflation-growth nexus of Ghana

and South Africa, using state space model with Kalman filter for the following

reasons: (1) there are limited studies in the two countries on inflation-growth

nexus with state space model of unobserved components with Kalman filter,
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and (2) to illustrate the significance and use of unobserved components models

in economics and finance and its relevance in forecasting and formulation of

policy. The advantages of this model over the rest cited in the literature are

that: (a) the state space model can be used to model unobserved components

such as shocks and even evaluate the significance of intervention programmes

together with explanatory variables, (b) this model can also identify several

threshold values and access the significance of the thresholds in a time series

data, and (c) this model can also be used to solve the problem of endogeneity in

a model building process.

The rest of the chapter is outlined as follows: empirical research on threshold

levels of inflation is presented in Section 7.2. Section 7.3 presents data and

methodology, with empirical results displayed in Section 7.4. Summary and

conclusion are presented in Section 7.5.

7.2 Empirical Evidence of Thresholds effect of

Inflation-growth Nexus from Ghana and South

Africa

In the context of Sub-Saharan Africa, especially in the two IT countries, a num-

ber of studies have investigated theoretical and empirical aspects of inflation-

growth nexus, but in terms of research meant to estimate threshold levels of

inflation with state space model, is limited. For instance, Seleteng et al. (2013)

undertook a study on non-linearities in inflation-growth nexus in the South-

ern African Development Community (SADC) region using PSTR model on a

panel data for the period 1980-2008. Their findings revealed a threshold level

of 18.9%, above which inflation is detrimental to economic growth in the SADC
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region.

Again, there seems to be a growing concern about the influence of higher or

lower inflation on economic growth. Many also believe that moderate infla-

tion could bring about economic growth, unlike high price level which often

creates uncertainty and distorts economic growth (Furuoka et al., 2009). This

then raises an interesting policy issue on the level of inflation necessary to

boost economic growth. Perhaps another important question to ask is whether

or not formulation of monetary policies took into account the stability of the

time-varying parameters of economic agents. For instance, Ghana introduced

IT policy in May 2007 through the BoG with its target set between 6%-9%,

but was able to meet the target during 2010- 2012. Since that time, the above

target has never been met, reaching inflation rate of 18.5% as at February,

2016. This may probably be due to institutional changes, profligate govern-

ment expenditure, energy crisis and global market volatility. Therefore, there

is need to revisit these thresholds to reflect the current situation. For exam-

ple, Frimpong and Oteng-Abayie (2010) conducted a study on inflation-growth

nexus and estimated a threshold level of 11% for Ghana for the period 1960-

2008, even though they failed to test for the significance at that level. They

also estimated a robust 11% threshold inflation level with close coefficients af-

ter dropping growth rate of aggregate labour force and money supply growth,

which were found to be insignificant in the OLS models.

South Africa, to a large extent, has been able to meet its target of 3%-6% set

by the SARB since the introduction of its IT policy in February 2000, even

though there were some deviations in terms of meeting the target, but by and

large the target has been met. Recently, the South African economy has been

facing some turbulence resulting from energy crisis, service delivery protests,

political uncertainties and the consequence of China’s market volatility, with
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current inflation going beyond the target reaching 7% in February 2016. This

has laid some fears for the SARB, Government and the general public since

prices will keep on rising. Therefore, it is imperative to re-examine the issue of

threshold effect taking the current situation into consideration.

Phiri (2010) estimated the threshold level that is inimical to finance-growth

activity for the South African economy. He employed quarterly data for the

period 2000-2010, and the results revealed an inflation threshold level of 8%.

In addition, Leshoro (2012), examined inflation-growth nexus for South Africa

using quarterly data for the period 1980-2010 using the threshold regression

model propounded by Khan and Senhadji (2001). The researcher estimated an

inflation threshold level of 4%, below which there is a positive, but statistically

insignificant relationship between inflation and growth, and above which the

relationship becomes negative and significant.

It is evident that there are limited studies on inflation-growth nexus with state

space model. This study therefore, attempts to fill the gap and also create

awareness regarding a new robust way of determining the threshold level of in-

flation in relation to economic growth. Indeed, state space model of unobserved

components developed by Koopman et al. (2006) in the structural time series

analyser modeller and predictor (STAMP) package has been under-utilised .

This research seeks to contribute to extant and limited literature on this mat-

ter, especially in the context of these two African countries countries on the

thresholds levels of inflation and its adverse effects on economic growth using

state space models.
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7.3 Data and Methodology

7.3.1 Descriptive statistics

A number of studies conducted on the issue of inflation-growth nexus have

made use of cross sectional and panel data with the coverage of a large number

of countries. For example, Khan and Senhadji (2001), and Ahmed and Mortaza

(2010) employed cross sectional data consisting of many countries in their re-

search. Cross sectional data is preferred by most researchers because a single

country often lacks the variety of inflation experiences required to determine

the relationship between inflation and growth (Judson and Orphanides, 1999).

Nonetheless, Bruno and Easterly (1998) re-counted that any cross sectional

relationship between inflation and growth loses importance when data from

countries with 40% or more inflation are left out from the analysis.

Others researchers (Fisher, 1993; Borro, 1995; Ibarra and Trupkin, 2011; Eggoh

and Khan, 2014), utilised panel data in their respective research taking the

time dimension of inflation and growth into account. There are also studies

such as those of Mubarik (2005), Frimpong and Oteng-Abayie (2010), and Phiri

(2010), that employed annual time series data to estimate threshold levels of

inflation for individual countries. Our study also uses annual data for 1981-

2014 to estimate threshold levels of inflation for Ghana and South Africa using

a state space model with Kalman filter algorithm. Data source on GDP per

capita, CPI inflation, total investments, volume of imports of goods and ser-

vices, volume of exports of goods and services and growth rate in population

from the IMF database (International Monetary Fund, 2014). However, the

first part of the analysis explores the stability of the time-varying components

of unobserved components of inflation of Ghana and South Africa.

The second part of this chapter looks at the core objective of this study, which
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is the estimation of threshold effect of inflation on economic growth using state

space model with Kalman filter. Annual data have been applied in this study

for the following reasons: (1) many monetary policymakers are mostly inter-

ested in an annual inflation rate in order to set targets and make adjustments

compared to quarterly or monthly data, and (2) using seasonally adjusted data

such as quarterly or monthly adjusted data, could conceal some information

needed for the analysis. Figures 7.1 and 7.2 and Table 7.1 present the descrip-

tive and summary statistics of all the variables used in our study for Ghana

and South Africa.
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Figure 7.1: Time series plots for all the variables: Ghana (1981-2014)
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Figure 7.2: Time series plots for all the variables: South Africa (1981-2014)

7.3.2 Methodology

In this chapter, a state space model of unobserved component with Kalman

filter has been applied to deal with two main issues: (1) the investigation

of the stability of time-varying parameters, especially the conditional mean

(i.e. mean level) of inflation, and (2) the estimation of the threshold effect

of inflation on economic growth. A state space model of unobserved compo-

nent consists of two main equations. These are the measurement (observation)

equations, which describe the relationship between observed and unobserved

variables, and the transition equation, that describes the dynamics of the un-

observed variables (e.g. demand and supply shocks)36. The two equations are
36Details have been provided in Chapter 2.
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Table 7.1: Descriptive and Summary Statistics

GHCPI Inflation
Stats. GDP Exports Imports CPI Invest. Pop.
Mean 768.03 5.47 11.28 27.53 16.36 17.76

Median 710.49 7.62 9.44 20.85 15.95 17.29
Max 1278.67 38.90 59.13 122.25 31.97 26.22
Min 505.58 -60.40 -16.39 6.69 3.03 10.54

Std. Dev 214.61 16.07 15.67 26.24 7.29 4.52
Skew. 1.02 -2.17 0.97 2.60 -0.09 0.24
Kurt. 3.13 10.53 4.59 9.58 2.19 1.93

J-B test 5.87 106.86 8.93 99.66 0.98 1.96
(0.05) (0.00)∗ (0.02)∗ (0.00)∗ (0.61) (0.35)

Obs. 34 34 34 34 34 34
SACPI Inflation

Mean 47174.20 2.98 4.28 9.39 20.08 42.29
Median 45635.94 2.75 5.34 8.66 19.29 43.24

Max 55747.86 10.94 21.91 18.74 34.12 54.00
Min 40394.35 -17.02 -17.66 1.42 15.16 29.83

Std. Dev 5035.43 5.46 10.36 4.51 3.80 7.16
Skew. 0.49 -1.36 -0.55 0.33 1.76 -0.15
Kurt 1.88 6.46 2.83 1.95 6.85 1.85

J-B test 3.09 27.52 1.78 2.18 38.49 1.99
(0.21) (0.00)∗ (0.41) (0.34) (0.00)∗ (0.37)

Obs. 34 34 34 34 34 34

Note: Values in parenthesis are the p-values for evaluating the significance of the
Jarque-Bera test for normality; ∗Denotes a rejection of the null hypothesis of normal-
ity.

defined as follows:

Observation equation : yt = HtBt + Azt + εt

Transition equation : βt = µ+ Fβt−1 + νt

where yt denotes the annual CPI inflation, Ht are the coefficients, Bt unob-

served state, zt exogenous/explanatory regressors, εt and νt are the error inno-

vations fulfilling the following assumption: εt ∼ iidN(0, R), νt ∼ iidN(0, Q) and

E(εt, νt) = 0.
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The second part of this methodology has to do with the estimation of thresh-

old effect of inflation-growth nexus using the state space model of unobserved

component with Kalman filter by considering the equation:

y∗GDPt = yTt + β1inft + β2Dt(inft − δ) + zit + εt

Following the definitions of Khan and Senhadji (2001), Mubarik (2005), Frim-

pong and Oteng-Abayie (2010), and Phiri (2010), the parameter δ denotes the

threshold level of inflation-growth nexus and it is defined in terms of low infla-

tion, (δ1) and high inflation, (δ1 + δ2). According to Khan and Senhadji (2001),

high inflation connotes the significance of the inflation estimate, hence (δ1 + δ2)

would then be added to ascertain the impact of inflation on growth, that de-

fines the threshold level of inflation37. The value of δ is given arbitrarily for

the estimation of the threshold level, with the optimal δ obtained by finding

the value of the threshold that minimises the residual sum of squares (RSS) or

maximises the R-squared together with AIC and the LL.

The threshold levels for the two countries were indeed selected arbitrarily

based on the behaviour of the series in literature for the past two decades.

State space model has been applied in this study for the following reasons: this

model can decompose time series data into various components such as trend,

cyclical, seasonal, autoregressive and irregular components, and this model

also allows inclusion of autoregressive regressors and exogenous or explana-

tory variables, and it is easy to interpret. These characteristics make it more

robust than previous methods cited in the literature so far (Koopman et al.,

2006).

37This thesis adopted the estimation approach of Khan and Senhadji (2001) and incorpo-
rated it into state space model of unobserved components with Kalman filter to estimate the
threshold level of inflation for both countries.
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7.4 Empirical Results

The stability of time-varying parameters such as the mean level of inflation

from both countries, using the state space modelling of unobserved compo-

nents, have been presented in Tables 7.2 and 7.3. A basic structural model

(BSM) has been fitted to ascertain whether or not the level (i.e. mean level)

of inflation of Ghana and South Africa follows a stochastic process. In Tables

7.2 and 7.3, the two BSMs together with explanatory regressors in the form of

interventions, determined endogenously, are displayed38.

From Table 7.3, it is observed that the mean level of GHCPI follows a stochastic

process, hence time-varying. Again, a close inspection of Table 7.3 also reveals

and confirms the effects of different magnitude of shocks on the mean level

of the Ghanaian inflation.39. For example, 1982 and 1983 marked the years

where the economy of Ghana suffered an unprecedented rise in inflation.

The years 1995 and 1996 coincided with an election year which is characterised

by overspending, hence a rise in inflation. In 2007, the BoG introduced the IT

policy as a way of controlling the fluctuations in inflation. It was found to be

insignificant and this could be attributed to the neglect of the time-varying na-

ture of mean level of inflation. This is not surprising since the achievements of

IT were felt only between 2010 and 2012.

Similarly, a visual inspection of Table 7.4 indicates the time-varying nature

of the mean level of SACPI, which also confirms previous results. The con-

sequence of the economic crisis in 2008 and its adverse effects on the South
38Several interventions and their significance and shocks have been discussed in the pre-

vious Chapters, through structural breaks test and test of long range dependence and as well
non-linearities. Details, confirmation and justification of this can be found in Chapters 3, 4
and 6.

39This persistence of shocks was actually captured in Chapters 4, 5 and 6.
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Table 7.2: State space model of unobserved components of GHCPI with Kalman
filter

Variance of Disturbances (shocks)
Component Value q-ratio

Level 1.86 0.03
Irregular 109.65 1.00

State vector analysis at period 2014
Level 109.65 0.00∗

Reg. effects in final state at period 2014
Component Coefficients RMSE t-value Prob.

OL 1983 96.38 8.37 11.52 0.00∗
LB 2007 -7.69 4.77 -1.61 0.12∗
LB 1982 -90.74 8.55 -10.62 0.00∗
OL 1995 36.66 8.16 4.49 0.00∗
OL 1996 22.14 8.16 2.71 0.01∗

Summary stats GHCPI inflation
T Sample size 34.00

p Number of parameters 1.00
Std. Error. 7.69

Normality,Bowman-Shenton test 0.06
H(9) Test of heteroscedascity 0.18

DW Durbin-Watson test 1.64
r(1) Estimated residuals at lag 1 0.03

q lags of autocorrelation 5.00
r(q) Lag q autocorrelation -0.18
Q(q, q − p) Box-Ljung stats 5.03

R2 Goodness of fit 0.92

Note: RMSE denotes root mean square error; ∗Denotes null hypothesis of non-
stochastic process rejected against the alternative hypothesis of stochastic process,
implying the time-varying nature of the mean to disturbances or shocks between 1981
and 2014 of the BSM model of the form: ytinf = level + irregular + interventions. OL
and LB denote an outlier and level breaks respectively.

African economy was also felt strongly. Currently, South Africa, missed its

inflation target set between 3%-6% to about 7% in early 2016. Perhaps the

reason could be due to the neglect of incorporating the time-varying nature of

the mean level of inflation in the IT determination. This is confirmed in the

cumsum residual plots (see Figures 7.3 and 7.4).
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Table 7.3: State space model of unobserved components of SACPI with Kalman
filter

Variance of Disturbances (shocks)
Component Value q-ratio

Level 4.78 1.00
Irregular 0.00 0.00

State vector analysis at period 2014
Level 6.07 0.00∗

Reg. effects in final state at period 2014
Component Coefficients RMSE t-value Prob.

OL 2008 4.41 1.55 2.85 0.01∗

Summary stats SACPI inflation
T Sample size 34.00

p Number of parameters 1.00
Std. Error. 2.12

Normality,Bowman-Shenton test 0.13
H(9) Test of heteroscedascity 0.70

DW Durbin-Watson test 1.82
r(1) Estimated residuals at lag 1 0.06

q lags of autocorrelation 5.00
r(q) Lag q autocorrelation 0.33
Q(q, q − p) Box-Ljung stats 13.67

R2 Goodness of fit 0.79

Note: RMSE denotes root mean square error; ∗Denotes null hypothesis of non-
stochastic process rejected against the alternative hypothesis of stochastic process,
implying the time-varying nature of the mean to disturbances or shocks between 1981
and 2014 of the BSM model of the form: ytinf = level + irregular + interventiosn. OL
denote an outlier and level breaks respectively.

Next, we incorporate the unobserved components such as structural breaks,

long memory, non-linearities and the time-varying nature of mean level be-

haviour of inflation, together with some explanatory variables, to ascertain the

threshold effect of inflation on economic growth using the state space model

with Kalman filter algorithm. Figures 7.5 and 7.6 illustrate the trend in infla-

tion and growth rate of GDP per capita of Ghana and South Africa, respectively.
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Figure 7.3: Residual analysis for GHCPI inflation with state space-BSM

Table 7.4: Pairwise Granger causality test for CPI inflation and growth rate by
GDP per capita for Ghana and South Africa

GHCPI and GDP per capita
Null hypothesis Observations F-stats P-value

GHCPI does not Granger cause GDP 32 7.09 0.00∗
GDP does not Granger cause GHCPI 32 1.08 0.35

SACPI and GDP per capita
SACPI does not Granger cause GDP 32 8.29 0.00∗
GDP does not Granger cause SACPI 32 0.89 0.42

Note: ∗In both cases, the null hypothesis is rejected, implying the influence of inflation
on economic growth.

Before estimating the threshold effect model in Equation (2.92), a Granger

causality test was performed to establish the causation between inflation and

economic growth for Ghana and South Africa, and the results are presented

in Table 7.4. The test statistics in Table 7.4 shows a rejection of the null hy-
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Figure 7.4: Residual analysis for SACPI inflation with state space-BSM

Figure 7.5: The graph of Growth rate by GDP per capita and CPI inflation
series of Ghana (1981-2014)
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Figure 7.6: The graph of Growth rate by GDP per capita and CPI inflation
series of South Africa (1981-2014)

pothesis, which means that inflation is causing GDP growth. The relationship

between inflation and economic growth was also found to be unidirectional and

negative (see Figures 7.5 and 7.6 and Appendices 7.1 and 7.2). This implies a

rise, in inflation and will eventually have an awful consequence on economic

growth.

The estimation of Equation (2.92) by EML gives a clear-cut value of threshold

level and also quantifies the impact of the level on economic growth displayed

in Tables 7.5 and 7.6. Also displayed in these tables are the most competing

models after fitting a number of models. Indeed, threshold levels of 9%-12%

and 4%-7% were respectively specified for GHCPI and SACPI inflation series

based on the LL, AIC and RSS.

Estimation outputs displayed in Table 7.5 indicate that the threshold level of

inflation for growth rate of GDP per capita is 9% in the Ghanaian economy.

Note that this finding is dissimilar to the findings obtained by Khan and Sen-
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Table 7.5: State space model of unobserved components with Kalman filter in
estimating the threshold effect of inflation-growth nexus of Ghana

Variable Coefficient RMSE t-value Prob. AIC LL R2

LB 1982 -72.22 23.41 -3.08 0.01∗ 6.29 194.00 69.00
OL 2008 21.38 7.83 2.73 0.01∗

Inf 13.43 3.70 3.63 0.00∗
D(Inf-9) -13.74 3.70 -3.71 0.00∗
Invest. 0.42 0.45 0.94 0.36
Imports 0.09 0.12 0.79 0.44
Exports 0.15 0.18 0.83 0.42

Pop. -79.68 73.41 -1.09 0.29
LB 1982 -72.48 23.05 3.14 0.00∗ 5.58 162.00 87.000
OL 2008 20.94 7.70 2.72 0.01∗

Inf 9.25 2.68 3.46 0.00∗
D(Inf-10) -9.55 2.67 -3.57 0.00∗
Invest. 0.43 0.45 0.95 0.35
Imports 0.10 0.12 0.82 0.42
Exports 0.19 0.18 1.08 0.29

Pop. -79.39 72.39 -1.09 0.28
LB 1982 -77.12 23.60 -3.27 0.00∗ 5.56 162.00 87.000
OL 2008 20.53 7.85 2.61 0.02∗

Inf 6.43 2.01 3.20 0.00∗
D(Inf-11) -6.76 2.02 -3.35 0.00∗
Invest. 0.39 0.45 0.87 0.39
Imports 0.06 0.12 0.49 0.63
Exports 0.21 0.18 1.19 0.24

Pop. -83.65 1.13 -74.29 0.27
LB 1982 -80.24 24.25 -3.31 0.00∗ 5.540 162.00 88.00
OL 2008 17.85 8.23 2.17 0.04∗

Inf 4.19 1.54 2.73 0.01∗
D(Inf-12) -4.54 1.55 -2.92 0.01∗
Invest. 0.31 0.47 0.66 0.51
Imports 0.04 0.13 0.28 0.78
Exports 0.27 0.18 1.46 0.16

Pop. -85.50 76.14 -1.12 0.27

Note: Dependent variable: Growth rate by GDP per capita. The goodness of fit was
selected based on the LL; LB and OL denotes level break and outlier respectively;
∗Denote a rejection of the null hypothesis.
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Table 7.6: State space model of unobserved components with Kalman filter in
estimating the threshold effect of inflation-growth nexus of South Africa

Variable Coefficient RMSE t-value Prob. AIC LL R2

Inf 155.94 210.10 0.74 0.46 13.84 382.97 64.00
D(Inf-4) -109.97 225.35 -0.49 0.63
Invest. 182.14 71.37 2.55 0.02∗
Imports 16.42 10.62 1.55 0.13
Exports 29.04 17.97 1.62 0.12

Pop. -2381.96 880.89 -2.70 0.01∗

Inf 181.92 154.57 1.18 0.25 13.83 383.18 65.00
D(Inf-5) -146.39 169.67 -0.86 0.39
Invest. 184.26 70.24 2.63 0.01∗
Imports 16.27 10.47 1.55 0.13
Exports 30.67 17.74 1.73 0.09

Pop. -2440.74 871.58 -2.80 0.00∗

LB 2004 2925.21 1332.31 2.19 0.04∗ 13.70 365.40 72.00
Inf 599.48 234.38 2.56 0.02∗

D(Inf-6) -587.79 252.88 -2.33 0.03∗
Invest. 209.61 81.01 2.59 0.02∗
Imports 13.57 12.66 1.07 0.29
Exports 41.08 22.15 1.86 0.08

Pop. -2455.58 905.86 -2.72 0.01∗

Inf 102.56 147.87 1.44 0.16 13.44 383.62 65.00
D(Inf-7) -122.18 120.29 -1.02 0.32
Invest. 175.74 69.48 2.53 0.02∗
Imports 16.87 10.31 1.64 0.11
Exports 32.68 17.76 1.84 0.08

Pop. -2276.49 868.97 -2.62 0.01∗

Note: Dependent variable: Growth rate by GDP per capita. The goodness of fit was
selected based on the AIC; LB and OL denotes level break and outlier respectively;
∗Denote a rejection of the null hypothesis.

hadji (2001) for developing countries. It is also lower than the results obtained

by Frimpong and Oteng-Abayie (2010) for Ghana. These differences were ex-

pected since the state space model takes into account the stochastic nature

of economic variables such as inflation and GDP, and also incorporated unob-

served components in the estimation process.
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Figure 7.7: Residual analysis of the selected state space model for thresholds
effect of inflation-growth nexus of Ghana

Accordingly, inflation which is lower than 9% will impact GDP growth posi-

tively, but this positive relationship will be reversed if inflation goes beyond 9%.

Indeed, when inflation exceeds the 9% threshold, economic growth is expected

to decline to an estimated 2.2%, i.e. (β1 +β2) = 13.434−13.739; 0.31/13.74 = 2.2%.

Hence, monetary policy decision makers should keep inflation under 9%. This

threshold level discovered in this study is actually within the IT policy target

by the BoG, but little success has been achieved so far since its introduction in

May, 2007.

Similarly, the estimation results presented in Table 7.7 point to 6% threshold

level of inflation for growth rate of GDP per capita in the South African econ-

omy. This result is different from the findings obtained by Phiri (2010), and

Leshoro (2012) who conducted similar research on inflation thresholds neces-
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Figure 7.8: Residual analysis of the selected state space model for thresholds
effect of inflation-growth nexus of South Africa

sary for economic growth in South Africa with respective thresholds levels of

4% and 8%, using the methodology developed by Khan and Senhadji (2001).

These differences were anticipated since the state space model took the time

varying nature of economic variables such as inflation and GDP, together with

unobserved components into account in the estimation process.

Consequently, in Table 7.7, inflation which is lower than 6% will impact GDP

growth positively, but this positive relationship will become negative once in-

flation exceeds 6%. To be precise, when inflation exceeds the 6% threshold, eco-

nomic growth is expected to decline by 1.8%, i.e. (β1 + β2) = 599.476− 587.787 =

11/587.79 = 1.8%. As a result, monetary policy decision makers should keep

inflation under 6%. Total investments and growth rate in population were also

found to be significant. The residual analyses of both models are presented in
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Table 7.7 indicating a good fit for both countries, together with Figure 7.7 (for

Ghana) and Figure 7.8 (for South Africa)40.

Table 7.7: Serial correlation statistics of residuals on the response variable:
Growth rate by GDP per capita for Ghana and South Africa

Lag Serial Correlation Box-Ljung test P-value
Residuals of GHCPI vs GDP

1 0.26 1.91 1.00
2 -0.06 2.02 1.00
3 -0.48 9.22 0.00

Residuals of SACPI vs GDP
1 0.28 2.19 1.00
2 -0.19 3.25 1.00
3 -0.06 3.37 0.06

Note: The null hypothesis in each case is not rejected, implying no serial correlation.

7.5 Summary

A state space model of unobserved component with Kalman filter has been

applied to estimate the threshold levels of inflation-growth nexus of Ghana

and South Africa. Annual data covering a period of 30 years from the two IT

countries - Ghana and South Africa, were utilised. Before model estimation,

a Granger causality test was applied to the two series and the results showed

that CPI inflation was largely responsible for GDP growth of Ghana and South

Africa. This was confirmed by the relationship between inflation and economic

growth, which was found to be negative and unidirectional.

A basic structural model was fitted to the CPI inflation series of Ghana and

South Africa in order to ascertain the nature of the mean level. The results
40The estimated percentage change for the decline in growth rate was done by the author

for GHCPI and SACPI inflation-growth nexus.
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depicted a time-varying mean level for both countries, and this and other un-

observed components such as structural breaks, long memory, volatility and

non-linearities, captured by the inflation persistence parameter d, were then

incorporated in the state space model in determining the threshold effect of

inflation on economic growth. The empirical results strongly suggested the ex-

istence of threshold effect in the two countries beyond which inflation exerts

a negative effect on economic growth. Threshold levels of 9% and 6% were

effectively obtained for Ghana and South Africa, respectively. The empirical

analysis suggests that inflation below the estimated levels of 9% and 6% for

Ghana and South Africa, respectively, will be conducive for economic growth.

These results consolidate the exiting IT monetary policy adopted by Ghana and

South Africa in reducing inflation persistence, which may have resulted from

structural break shocks, volatility (or inflation uncertainty) and non-linearities

(or regime shifts), among others. Although inflation persistence in Ghana ap-

pears to be high and non-mean reverting, and that of South Africa seems to

be less persistent, cyclical and mean-reverting, both countries can continue to

pursue and strengthen the IT monetary policy since the threshold levels nec-

essary for economic growth are actually within the target of the BoG and the

SARB.



Chapter 8

Summary, Conclusion and

Recommendations

8.1 Introduction

This thesis has empirically examined persistency of inflation dynamics of Ghana

and South Africa, the two countries in Sub-Saharan Africa with IT monetary

policy, with fractional integration approach by Cuestas and Gil-Alana (2016),

ARFIMA model extended with sGARCH and ’gjrGARCH innovations and state

space model. The thesis subjected three main dissimilar but complementary

properties including, but not limited to, structural breaks, long memory and

non-linearities, that inform inflation persistence into a thorough investigation.

Accordingly, this thesis adopted time series econometric, statistical and math-

ematical techniques to study the influence of structural breaks, volatility and

non-linearities on inflation persistence in the conditional mean of CPI inflation

series of Ghana and South Africa.
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In this final chapter, Section 8.2 summarises the study and the main findings

from previous chapters and outlines the specific contributions made by this

study. Section 8.3 provides conclusion on policy implications from the empir-

ical results presented with respect to the two IT countries studied. Finally,

recommendations and suggestions for future studies are presented in Section

8.4.

8.2 Summary

8.2.1 Major findings

This thesis started with an overview of empirical studies on persistency of in-

flation dynamics by taking into consideration structural breaks, long memory

and non-linearities. The main purpose of the chapter was to examine the re-

lated literature with these properties. Earlier studies employed various models

and tests to examine the behaviour of the conditional mean with reference to

structural breaks, long memory and non-linearities in relation to inflation per-

sistence. Nevertheless, these models run into testing problems, hence making

them inefficient and less robust. Current studies tend to rely on time series

econometric techniques such as fractional integration methods, ARFIMA with

GARCH extensions and state space models, among others, to investigate the

behaviour of the conditional mean to recover equilibrium after a shock (also

known as persistence), and its ramification on economic growth.

Chapter 3 tested the unit root hypothesis using both conventional unit root

tests with and without structural breaks. The chapter began by presenting

the descriptive statistics generated by the data. The results of the ADF, PP

and KPSS tests imply that GHCPI and SACPI inflation series follow a ran-
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dom walk hypothesis. By employing the ZA test with one-time break and BP

with multiple breaks, similar results were obtained. The unit root hypothesis

is an important method for testing whether shocks (e.g. demand and supply,

market volatility, etc.) to a series will have a permanent or transitory effect.

The presence of a unit root is indicative of the fact that a series has no ten-

dency to revert to its equilibrium value or stable path after experiencing a

shock. The most significant break occurred during various months in the pe-

riods 1971M01-2014M10 and 1995M01-2014M12, respectively for GHCPI and

SACPI inflation series. After applying the ZA test, the break dates of June

1984 and October 2003 were respectively obtained for GHCPI and SACPI in-

flation series. All the estimated break dates coincided with major economic

shocks in the two economies. Using BP test also revealed a number of esti-

mated breaks: 1977M06, 1984M06 and 2004M05 for GHCPI, and 1999M07,

2003M06, 2006M06 and 2009M08 for SACPI inflation series. These estimated

structural break shocks may have had a lasting effect on the mean, hence mak-

ing it highly persistent.

Owing to the low power associated with traditional unit root tests against frac-

tional integration alternatives (Diebold and Ruderbusch, 1991), when the true

order is fractionally integrated, a more robust approach was adopted. The

results from the fractional integration method indicated strong evidence of

non-stationarity and persistence, hence a rejection of the unit root in favour

of higher orders of integration under uncorrelated errors. However, evidence

of unit roots was found under a more realistic case of autocorrelated errors for

GHCPI and SACPI inflation series. Again, in the context of fractional inte-

gration, similar results were obtained, supporting the hypothesis of unit roots

with multiple breaks in the two inflation series.

The long memory phenomenon in CPI inflation series is an intriguing subject in
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the financial literature, since the presence of long memory contradicts the as-

sumption of the efficient market hypothesis (EMH). Chapter 4 has investigated

the presence or absence of long memory property in the GHCPI and SACPI in-

flation series. This chapter also modelled persistence in the conditional mean

of the two inflation series after discovering the presence of long memory (which

induces persistence) using the ARFIMA model, which is a follow-up to the fact

that GHCPI and SACPI inflation could be fractionally integrated and highly

persistent, as revealed in Chapter 3. Indeed, the distributional properties of

GHCPI and SACPI inflation series are essential, not only for implementation

of linear models, but also for determining the memory characteristics of an in-

flationary process.

Also in Chapter 4, the thesis applied two semi-parametric estimators LW and

the GPH, together with EML and an R/S analysis to investigate the presence

of long memory in the Ghanaian and South African CPI inflation series. The

main findings are that the monthly CPI inflation series of Ghana and South

Africa exhibit properties of long memory (with varied degree of persistence)

and this is consistent with the results obtained by Hassler and Wolters (1994),

and Doornik and Ooms (2004).

The thesis also examined the GHCPI and SACPI inflation series by modelling

persistence in the conditional mean using the ARFIMA model in Chapter 4. In

the first place, different ARFIMA models were specified for the two inflation

series following Sowell (1992) EML method estimation. Appropriate and com-

peting models were selected through a model selection criterion based on diag-

nostic tests on the residuals together with the LL and AIC. ARFIMA (3,0.38,1)

and ARFIMA (3,0.43,2) were respectively specified for GHCPI and SACPI infla-

tion series. These results, to a large extent, generally agree with the study con-

ducted by Gil-Alana and Toro (2002) who applied a similar method in analysing
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the long memory of exchange rate for five industrialised countries.

Chapter 5 extended the ARFIMA process, which has a fractionally integrated

conditional mean with the sGARCH by Bollerslev and Mikkelsen (1996) and

‘gjrGARCH by Glosten et al. (1993) processes to describe persistence and time-

dependent heteroscedasticity under three distributional assumptions i.e. Nor-

mal, Student-t and Generalised Error distributions, following the remaining

ARCH effects discovered in Chapter 4. ARFIMA(3,0.35,1)-‘gjrGARCH(1,1) un-

der GED and ARFIMA(3,0.50,2)-‘gjrGARCH(1,1) under STD, provided the best

fit for modelling persistence in the conditional mean of GHCPI and SACPI in-

flation series, with respective fractional differencing parameter, d of 0.35 and

0.50. These results show evidence of persistence and time-varying volatility

in both CPI inflation series. Again, the results revealed asymmetric effects of

inflationary shocks where negative shocks appear to have a greater impact on

the conditional mean with time-varying volatility than positive shocks. These

two models were used to predict a ten-month inflation for Ghana and South

Africa, and the results depicted an increasing trend of the variable into time.

Chapter 6 investigated the Ghanaian and South African inflation series by

means of fractional integration, combined with linear and non-linear struc-

tures, together with Chebyshev polynomial. The analysis began by testing for

non-linearities, adopting the approach propounded by Gil-Alana (2008), that

allows for non-linear deterministic terms in the context of fractional integra-

tion. The results indicated that the two series are highly persistent, with or-

ders of integration far above 1 in each series. However, the non-linear trends

were found to be statistically insignificant in the two cases (i.e., correlated and

Bloomfield errors). Both series also appeared to be well described by means of

an intercept (or mean) after employing the linear deterministic approach with

GHCPI inflation series being highly persistent and non-mean reverting.
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However, for South African inflation series, a cyclical I(d) model was found to

be more adequate. In this case, the order of integration was found to be smaller

than 1 (i.e., 0.7), showing mean reversion, with the length of the cycles approx-

imated to last for 80 periods (months). These results imply that the inflation

structure of these two countries are different, being very persistent and non-

mean reverting in the case of Ghana, and less persistent, cyclical and mean

reverting in the case of South Africa. These results, obtained for Ghana and

South Africa, are in agreement with those conducted by Alagidede et al. (2014)

and Balcilar et al. (2016), respectively. This new evidence for South Africa, con-

firms the cyclical nature and mean reverting behaviour of inflation persistence,

taking about 80 periods (months) to recover stability after a shock(s), compared

to those by Balcilar et al. (2016) where inflation persistence was expected to

take 70 periods (months) for high inflation regime and 10 periods (months) for

low inflation regime to revert to equilibrium.

Finally, Chapter 7 applied a state space model of unobserved component with

Kalman filter to estimate the threshold levels of inflation-growth nexus of

Ghana and South Africa. Annual data covering a period of 30 years from the

two IT countries, was utilised. Before model estimation, a Granger causality

test was applied to the two series and the results showed that CPI inflation was

largely responsible for GDP growth of Ghana and South Africa. This was con-

firmed by the relationship between inflation and economic growth, which was

found to be negative and unidirectional. A basic structural model was fitted to

the CPI inflation series for Ghana and South Africa in order to ascertain the

nature of the mean level. The results depicted a time-varying mean level for

both countries, and this and other unobserved components such as persistence

and its related properties like structural breaks, long memory, volatility and

non-linearities, were then incorporated in the state space model in determin-

ing the threshold effect of inflation on economic growth.
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8.2.2 Contributions of the study

This thesis has made three significant contributions to the econometric anal-

ysis of persistency inflation dynamics of Ghana and South Africa. First, ow-

ing to the low power that often shows up in unit root testing with or without

structural breaks, the thesis adopted a more robust technique developed by

Gil-Alana (2004) to ascertain the true order of integration, which is the mea-

sure of persistence in GHCPI and SACPI inflation series.

Secondly, this thesis is probably one of the few studies to address the issue of

persistence and its related properties such as structural breaks, long memory

and non-linearities in the context of fractional integration with recently devel-

oped method by Cuestas and Gil-Alana (2016). There are, but limited number

of studies that have addressed these three properties (structural breaks, long

memory and non-linearities) simultaneously under correlated and Bloomfield

error specifications with Chebyshev polynomial in the Ghanaian and South

African context in publication.

The third significant contribution is the estimation of threshold effect of in-

flation on economic growth with state space model from the STAMP package

developed by Koopman et al. (2006). This study incorporated the idea espoused

by Chan and Tsay (1998), and Khan and Senhadji (2001) into state space model

of unobserved components with Kalman filter to determine the influence of

threshold effect of inflation-growth nexus of Ghana and South Africa.

The application of statistical and mathematical concepts and techniques to a

traditional economic problem, is a noteworthy contribution, that could attract

other scholars to undertake multidisciplinary research.
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8.3 Conclusion

8.3.1 Policy implications

Some key policy implications from this study are as follows. In Chapter 3 the

finding that CPI inflation of Ghana and South Africa are I(1) rather than I(0),

even after accounting for possible endogenous structural breaks, has several

implications for researchers, individual countries and investors. The knowl-

edge of whether shocks to a series are permanent, or transitory (known as per-

sistence) has important policy implications. This means that, economic shocks

(especially negative shocks) to GHCPI and SACPI inflation series will persist

for a long time and this may give the central banks of Ghana and South Africa

an additional incentive to intervene by designing and enacting policies that

could steer inflation back to an equilibrium path. This is crucial, since the

cost of inaction on the part of monetary authorities could diverge inflation fur-

ther from its long-run equilibrium value. The most significant inference of this

finding is that random shocks have permanent effects on the long-run level of

inflation rates and that fluctuations are not transitory, confirming the research

by Nelson and Plosser (1982), and Arize and Malindrtos (2012).

In Chapter 4, the presence of long memory (which induces persistence) was dis-

covered in the Ghanaian and South African inflation series, and this can have

multiple consequences. From a theoretical perspective the presence of long

memory, also called self-similar patterns, disproves the concept of efficient mar-

ket hypothesis (EMH) in its weak form. It also has an important implication

for critical explanation of financial time series behaviour, as it could provide an

opportunity to earn speculative profits in financial markets and cast disbelief

on the correctness of the EMH. The presence of long memory in inflation can
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provide vital information about the likely impact of shocks (e.g. demand/supply,

current market volatility in China and its adverse on South African economy

and Africa as whole) on the economy with respect to time. This information

can be useful for the purposes of setting up monetary policy or consolidate the

IT monetary policy, in order to enhance economic growth. For instance, per-

sistence of shocks in inflation series would require correct monetary and fiscal

policies to drive the nominal inflation towards its long-run equilibrium path.

Estimation of long memory in inflation series can as well serve as an evalua-

tion tool to assess the performance of monetary policy under different dispen-

sations. It can assist in identifying inflationary pressures in an economy.

The policy implication of the results obtained in Chapter 5, would be very use-

ful to both countries in making good portfolio decisions and also form the ba-

sis for detecting volatility in GHCPI and SACPI inflation series. Policymakers

could also design measures to control inflation due to adverse effects on market

volatility. Again, the empirical differences in inflation persistence, measured

by the fractional differencing parameter, d respectively, for GHCPI and SACPI

inflation, raises interesting questions with respect to monetary policy guide-

lines and price-transmission that will be reliable with this form of behaviour.

Indeed these discrepancies in the fractional integration parameter, a measure

of persistence, perhaps could also be attributed to the existence of the IT mon-

etary policy in both countries.

Although, ARFIMA(3,0.35,1)-‘gjrGARCH(1,1) under GED and ARFIMA(3,0.50,2)-

‘gjrGARCH(1,1) under STD assumptions provided a good fit for GHCPI and

SACPI inflation persistence, respectively, the implication of asymmetries dis-

covered in the two series raises the issue of the consequence of negative shocks

such as demand-supply and political uncertainties, in both countries, which

could impact negatively on inflation into the future. Indeed, the impact of neg-
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ative shocks were found to be three times more than positive shocks on inflation

series in both countries. Another important implication of these results is that

governments and central banks should be mindful of the actions and decisions

they take, in the sense that unguarded decisions and unnecessary alarms could

raise uncertainties in the economy, which could in turn affect the future trajec-

tory of inflation.

The results from Chapter 6 showed a very high persistence and non-mean re-

version behaviour of the Ghanaian inflation series, and the implication of this

is that, monetary policy or tightening the existing IT monetary policy, will be

necessary to steer inflation stability. However, a mean reversion behaviour was

found in the South African inflation, but it was cyclical, taking about 80 periods

(months) to revert to stability. Monetary authorities and governments should

guard against negative shocks or uncertainties, since the consequences of these

will affect the behaviour of inflation rate negatively.

Finally, a state space was adopted in Chapter 7 to estimate the threshold ef-

fect of inflation for the two countries with estimated threshold levels of 9% and

6%, respectively for Ghana and South Africa, above which inflation could be

inimical to economic growth. These results might be useful for policymakers in

providing some clue in setting an optimal inflation target or consolidating the

already existing IT policy, since both threshold levels necessary for economic

growth are actually within the target of the Bank of Ghana and the South

African Reverse Bank. The conditional mean of both countries were also found

to be time-varying, hence monetary policies must incorporate the time-varying

factor in their policy formulation.

Overall, the persistence nature of inflation dynamics for both countries sug-

gest a negative dire consequence on fixed income earners and the ‘poor’ are
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more likely to be adversely affected, hence increasing the well-being of infla-

tionary shocks by distorting consumption varieties/choices and the resource

distribution function of markets. This ultimately impacts on poverty and in-

come allocation with consequences for economic growth and development.

8.4 Recommendations and Suggestions for Fu-

ture Research

This thesis sought to empirically analyse persistency of inflation dynamics of

Ghana and South Africa. The results from this thesis, to a large extent, have

revealed most of the properties underpinning the ever-changing nature of infla-

tion including supply-side problems, mostly externally enforced, in the two IT

countries (McKinley, 2008). For instance, GHCPI inflation series was found to

be fractionally integrated with the integration parameter found to be 1.11, im-

plying high persistence and non-mean reverting, whereas the SACPI inflation

exhibited a mean reversion process with the integration parameter found to

be 0.7, implying less persistence. SACPI inflation was also found to be cyclical

with shocks persisting up to about 80 months before recovering equilibrium,

whereas shocks to GHCPI inflation are expected to persist for a long period of

time, and would therefore, require policy action or tightening of the IT mone-

tary policy in order to revert inflation to stability.

Both series had similar properties such as non-linearities (or regime shifts),

and asymmetric response to negatives shocks, but with varied degrees of mag-

nitude. The conditional mean and unobserved components such as volatility

(inflation uncertainty) for both countries were found to be time-varying. This

thesis, therefore, recommends that the Bank of Ghana and the South African

Reserve Bank, who are responsible for monetary policies, and the Finance Min-
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isters of both governments, responsible for fiscal policies, take these properties

into account in the formulation of monetary policies. They should also consider

consolidating and tightening the already existing IT policy since these results

largely confirm their targets of 6%-9% and 3%-6% respectively for Ghana and

South Africa. Indeed, the persistency of inflation dynamics for both countries

appears to be more of a structuralist rather than a monetarist, where a rise in

inflation is largely attributed to structural maladjustments.

Generally, inflation and interest rates are related variables, and often refer-

enced in macroeconomics. The rate at which prices for goods and services go

up is referred to as inflation. In Ghana and South Africa, interest rates are

respectively determined by the BoG and SARB. Indeed, more people are able

to borrow more money as interest rates go down. The consequence is that

consumers will have more money to spend, instigating economic growth and

inflation to increase. The opposite is true for rising interest rates because con-

sumers tend to save as result of expected increase in returns. With a less sig-

nificant amount disposal income to spend as a result of the rise in savings, the

economy slowdown, hence inflation drops. Even though an increase in interest

rates could assist in curtailing the recent and anticipated increase in inflation

rates in both countries, where targets have been missed by Ghana and South

Africa, it will be prudent to legislate monetary policies around demand and

supply-side since the problem of both countries is more of a structuralist than

a monetarist. It is, therefore, recommended that both countries tighten the

IT monetary policy in order to reduce inflation persistence. This will eventu-

ally impact on poverty and income distribution with ramifications for economic

growth and/or development.

Another important implication of these results is that governments and central

banks should be mindful of the actions and decisions they take, in the sense
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that unguarded decisions and unnecessary alarms could raise inflation uncer-

tainties in the economy, which could affect the future trajectory of inflation.

The thesis recommends to the governments of both countries to strengthen the

private sector, which is the engine of growth, for small and open economies

such as Ghana and emerging markets like South Africa - as this will grow the

economy through job creation and restore investor confidence.

This study also recommends the use of state space model with STAR and SE-

TAR extensions in the context of Bayesian inference for future studies on in-

flation dynamics in relation to persistence.
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Appendices

APPENDIX 4.1: PROPERTIES OF THE FRACTIONAL IN-

TEGRATION PARAMETER, d

Memory FI-parameter Mean-reverting Variance Characteristics
No d = 0 Yes Finite Covariance stationary

Short 0 < d < 0.5 Yes Finite Covariance stationary
Long 0.5 ≤ d < 1 Yes Infinite Covariance non-stationary

Infinite d ≥ 1 No Infinite Covariance non-stationary

Note: FI denotes fractional integration parameter (or fractional differencing parame-
ter). Source: Granger (1980), Granger and Joyeux (1980), Hosking (1981), and Tkacz
(2001).
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APPENDIX 5.1: PREDICTED VALUES FOR GHCPI IN-

FLATION SERIES USING ARFIMA(3,0.35,1)-’GJRGARCH(1,1)

UNDER GED

Observations σ Predicted conditional mean inflation
2014M01 0.07 2.62
2014M02 0.07 2.64
2014M03 0.08 2.65
2014M04 0.08 2.66
2014M05 0.09 2.67
2014M06 0.10 2.68
2014M07 0.10 2.69
2014M08 0.11 2.69
2014M09 0.12 2.69
2014M10 0.12 2.70

Forecast Accuracy Roll-0 Roll-1
MSE 0.00 0.00
MAE 0.04 0.04
DAC 1.00 1.00

N 10.00 9.00

Note: MSE denotes the Mean Square Errors; MAE is the Mean Absolute Error; DAC
denotes Directional Accuracy test, N depicts the number of in-sample forecast observa-
tions and σ denotes the conditional standard deviation. All these forecast performance
measures point to the closeness of the predicted mean to actual conditional mean of
3.12, respectively for GHCPI inflation series.
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APPENDIX 5.2: RESIDUALS PLOTS FOR THE TEN-MONTH

FORECASTS OF ARFIMA(3,0.35,1)-’GJRGARCH(1,1)

FOR GHCPI INFLATION SERIES UNDER GED
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APPENDIX 5.3: RESIDUALS ANALYSIS OF ALL PLOTS

OF ARFIMA(3,0.35,1)-’GJRGARCH(1,1) FOR GHCPI

INFLATION SERIES UNDER GED
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APPENDIX 5.4: PREDICTED VALUES FOR SACPI IN-

FLATION SERIES USING ARFIMA(3,0.50,2)-’GJRGARCH(1,1)

UNDER STD

Observations σ Predicted conditional mean inflation
2014M03 0.07 1.78
2014M04 0.07 1.79
2014M05 0.07 1.80
2014M06 0.08 1.81
2014M07 0.08 1.81
2014M08 0.08 1.82
2014M09 0.08 1.83
2014M10 0.09 1.83
2014M11 0.09 1.83
2014M12 0.09 1.83

Forecast Accuracy Roll-0 Roll-1
MSE 0.00 0.01
MAE 0.05 0.00
DAC 1.00 1.00

N 10.00 9.00

Note: MSE denotes the Mean Square Errors; MAE is the Mean Absolute Error; DAC
denotes Directional Accuracy test, N depicts the number of in-sample forecast observa-
tions and σ denotes the conditional standard deviation. All these forecast performance
measures point to the closeness of the predicted mean to actual conditional mean of
1.68, respectively for SACPI inflation series.
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APPENDIX 5.5: RESIDUALS PLOTS FOR THE TEN-MONTH

FORECASTS OF ARFIMA(3,0.50,2)-’GJRGARCH(1,1)

FOR SACPI INFLATION SERIES UNDER STD
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APPENDIX 5.6: RESIDUALS ANALYSIS OF ALL PLOTS

OF ARFIMA(3,0.50,2)-’GJRGARCH(1,1) FOR SACPI

INFLATION SERIES UNDER STD
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APPENDIX 7.1: RELATIONSHIP BETWEEN INFLATION

AND GROWTH RATE BY GDP PER CAPITA FOR GHANA
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APPENDIX 7.2: RELATIONSHIP BETWEEN INFLATION

AND GROWTH RATE BY GDP PER CAPITA FOR SOUTH

AFRICA

Note: The main statistical packages used throughout this thesis are Oxmetrics, R,

Eviews, Gretl and STATA.
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